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Introduction a) b) The activated carbon fiber (ACF) is known as high specific 
surface area carbon material with about 1nm micro-pore diameter. 
ACF is widely applied in industry and consumer use such as the 
capacitor, gas separation material, vapor phase and/or liquid phase 
purification. Recently, the development of porous material which can 
adsorb the molecule of mesoporous size is desired. For example, we 
must develop an efficient adsorption for the effective canister in 
order to protect evaporative emission of gasoline from the fuel tank. 
Furthermore, we have an urgent issue to remove volatile organic 
compounds such as trihalomethane from drinking water. In this 
report, addition mesopores into activated carbon fiber was examined 
using chemical reagent impregnation and steam activation method. 

Figure 1. N2 adsorption isotherm at 77K of reactivated ACF 
a)original A10 and reactivated at 1073K with Na2HPO4, Ca(NO3)2･

4H2O and K2CO3 b)original A20 and reactivated at 1073K with 
Na2HPO4, and  Ca(NO3)2･4H2O 

 
Experimental 

We used pitch-based activated carbon fiber A10 and A20 
(AD’ALL co. Ltd.) as the precursor. The surface area and porosity 
parameters of A10 and A20 is summarized in Table1. Each of ACFs 
were pretreated at 383K in vacuum (under 1mPa) and then ACFs 
were vacuum impregnated in 0.3mol/L solution  of  Na2HPO4, 
Ca(NO3)2･4H2O and K2CO3 at room temperature. Then they were 
filtrated and dried at 353K in a dry oven. The chemical reagent-
impregnated ACF was activated with steam under the flow of steam 
containing Ar (100ml/min) at 1073-1173K for 1h. The porosity 
change was examined by N2 adsorption at 77K with volumetric 
method (Quantachrome Autosorb-1). Micropore structural parameter 
was determined from αs-plot using nitrogen adsorption isotherm1,2, 
and mesopore size distributions were determined by Dollimore-Heal 
method. 

 
Table 1 Micropore structure parameters of A10 and A20 

Sample 
Total 

surface are 
(m2/g) 

Micropore 
volume(ml/g) 

Mean 
micropore 
width(nm) 

A10 1360 0.56 0.84 
A20 1735 0.89 1.10 
 

 
Results and Discussion 

The nitrogen adsorption isotherms at 77K of original A10 and 
chemical reagent impregnated reactivation ACF are shown in Fig.1a. 
The ACFs reactivated with Na2HPO4, Ca(NO3)2･4H2O and K2CO3 
are denoted A10-P, A10-Ca, and A10-K, respectively. All isotherms 
show a sharp adsorption uptake in low relative pressure region, 
which indicates these reactivated ACFs are microporous materials. In 
addition, there is an explicit hysteresis loop in A10 reactivated with 
Na2HPO4; A10-P and Ca(NO3)2; A10-Ca. It indicates existence of 
mesopores in A10-P and A10-Ca. However, K2CO3 is not effective 
for mesopore formation. This result is similar to different pitch-based 
ACF A20 (Fig.1b). Accordingly, we can obtain the mesoporous ACF 
using disodium hydrogen phosphate and calcium nitrate.  

Micropore size distribution from DFT method and mesopore 
size distribution from DH method for reactivated A20 are shown in 
Figure 2. From micropore size distribution, there is no difference 

between A20-P and A20-Ca. On the contrary, mesopore size 
distribution is different from each other. Mesopore size of A20-P 
shows broad distribution from 10 to 70nm, while A20-Ca has a sharp 
distribution at 9nm. Accordingly, reactivation with Ca(NO3)2 is 
hopeful method to produce uniform mesopore. 

 

 
Figure 2. Micropore size distribution and Mesopore size distribution 
for A20-P and A20-Ca reactivated at 1073K 
 
References 
1 K. Kaneko, C. Ishii, M. Ruike, and H. Kuwabara, Carbon, 1992, 

30, 1075. 
2 K. Kaneko, C. Isihii, Colloids and Surfaces, 1992, 67, 203 
 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  1



ADSORPTION OF DIBENZOTHIOPHENE FROM 
LIQUID PHASE BY ACTIVATED CARBONS 

 
Conchi O. Ania and Teresa J. Bandosz  

 
Chemistry Department 

City College of New York, City University of New York 
138th Street at Convent Avenue 

New York, NY 10031 
 
Introduction 

Nowadays, deep desulfurization of fuels (gasoline and diesel 
fuels) receives increasing attention in the research community 
worldwide due to strict environmental regulations and fuel 
specifications. Recently, U.S. Environmental Protection Agency has 
issued regulations that require the refineries to drastically reduce the 
sulfur content of gasoline from a current average of 300 to 30 parts 
per million by weight (ppmw) by 2006, and the sulfur content of 
highway diesel fuel from a current limit of 500 to 15 ppmw by 
20061,2. 

Conventional deep hydrodesulfurization (HDS) technology 
faces an important challenge to meet the new regulations due to the 
difficulty of removing the most refractory sulfur compounds 
(thiophene, bibenzothiophene and their alkyl derivatives). Besides, 
sulfur compounds exist in the presence of large excess of aromatic 
hydrocarbons. Their concentration exceeds 20% in comparison with 
less than 1% wt  for sulfur compounds. Thus, a major challenge is to 
meet sulfur new specifications along with the requirements of 
aromatics contents of the fuels.  

The objective of this research is to investigate the possibility of 
an application of activated carbon for the removal of refractarious 
sulfur-containing compounds from fuels (gasoline and diesels), as a 
promising alternative to overcome the current industrial procedures’ 
technological problems. The difficulty settles on finding an adsorbent 
that selectively adsorbs the sulfur compounds, but does not adsorb 
(or only weakly adsorb) the co-existing aromatic hydrocarbons and 
olefins. The adsorption capacity of activated carbons obtained from 
different precursors has been investigated for the removal of sulfur-
containing compounds from liquid hydrocarbon solutions. 
Dibenzothiophene (DBT) was used as the model for the refractarious 
sulfur-containing compounds present in the fuels.  

 
Experimental 

Adsorbents. Four activated carbons were chosen for this study. 
They are: BX (Westvaco, wood-based, H3PO4 activation), BP 
(Calgon, bituminous coal-based, physical activation); PC (PET-waste 
derived, CO2 activation); PS (pyrolysis of polystyrene sulfonic acid-
co-maleic acid salts-derived carbon). The procedures for the 
preparation of both PC and PS have been described elewhere3,4. In 
order to increase the surface heterogeneity, BX and BP carbons were 
oxidized with (NH4)2S2O8 as follows. The sample was treated with a 
saturated solution of ammonium persulfate in 4 N sulfuric acid [ratio 
1:10] and left overnight. The oxidized samples were washed with 
distilled water and dried at 373 K. These samples are denoted as BXS 
and BPS. Before the experiments, carbons were washed in a Soxhlet 
apparatus with distilled water. The carbons were then dried and the 
tests for adsorption from liquid phase were carried out.  

Adsorption experiments. Adsorption of DBT was carried out 
at room temperature in a stirred batch system. Previous kinetic 
studies were performed to determine the equilibration time of the 
system. Different amounts of carbons (from 25 mg to 1 g) were 
weighed and added to 15 bottles containing 40 ml of the sulfur-
containing solution with an initial concentration of 1000 ppmw. All 

of the solutions were prepared in hexane. The covered bottles were 
placed in a shaking bath and allowed to shake for 72 h at a constant 
temperature. After equilibration the concentration in the liquid was 
determined using a UV spectrophotometer at the corresponding 
wavelength. The amount adsorbed was calculated from the formula 
qe=V(Co-Ce)/m, where qe is the amount adsorbed, V is the volume of 
the liquid phase, C0 is the concentration of solute in the bulk phase 
before it comes in contact with the adsorbent, Ce is the concentration 
of the solute in the bulk phase at equilibrium, and m is the amount of 
the adsorbent.   

Characterization Methods. Nitrogen adsorption isotherms 
were measured using an ASAP 2010 (Micromeritics) at -196 ºC. 
Before the experiment the samples were heated at 120 ºC and 
outgassed at this temperature under high vacuum for 24 h. The BET 
specific surface area, total pore volume and pore size distributions 
were evaluated from the nitrogen adsorption data. The pore size 
distributions and total pore volumes, Vt were calculated using density 
functional theory (DFT)5. A subdivision of microporosity was made: 
narrow microporosity (pore diameter < 0.7 nm), and medium-sized 
microporosity (0.7<pore diameter<2 nm).  

Thermal analysis of the as-received and the exhausted carbons 
was carried out using a TA Instrument thermal analyzer. The 
instrument settings were as follows: heating rate 10 ºC min-1 and a 
nitrogen atmosphere with 100 mL min-1 flow rate. For each 
measurement about 25 mg of a ground carbon sample was used. 
Potentiometric titration measurements were performed with a DMS 
Titrino 716 automatic titrator. Approximately 0.100 g samples were 
placed in a container with 50 mL of 0.01 M NaNO3 and equilibrated 
overnight. The carbon suspension was continuously stirred and to 
eliminate CO2 interference, the suspension was maintained under N2 
atmosphere. 0.1 M NaOH was used as a titrant. Experiments were 
carried out in the pH range of 3-106. 
 
Results and Discussion 

The adsorptive capacity of low-ash content activated carbons 
obtained from polymeric precursors (PC and PS) for the removal of 
DBT from liquid hydrocarbon solution was compared with that of 
commercial carbons.  

The pore structure of the carbons might be expected to play an 
important role in the process of adsorption of DBT from liquid phase. 
From nitrogen adsorption isotherms, the textural characteristic of the 
studied activated carbons were evaluated and they are summarized in 
Table 1.  

 
Table 1. Structural Parameters of the Non-modified Activated 

Carbons ( S -m2/g; V- cm3/g) 
 

 SBET Vt Vnmic Vmic Vmes

PC 1049 0.470 0.092 0.245 0.051 
PS 1737 1.021 0.146 0.368 0.288 

BPL 1540 0.853 0.051 0.366 0.292 
BX 2271 1.518 0.072 0.431 0.765 

 
It should be pointed out that the carbons studied have 

remarkable differences in their textural properties. For instance, BX 
has the largest BET surface area; however, its relative microporosity 
defined as the ratio of micropore volume to total pore volume is the 
lowest, indicating a high degree of structural heterogeneity. Indeed, 
this carbon has a significant contribution of mesopores. In contrast, 
the PS and PC samples showed a pore size distribution more in favor 
of micropores. In fact, PS has the lowest BET surface area and the 
highest relative microporosity. After oxidation with ammonium 
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persulfate, the surface areas and pore volumes slightly decreased.  
Some changes in the pore sizes were also observed, due to the 
creation of functional groups on the carbon surfaces.  

Figure 1 shows the DBT adsorption isotherms on the as-
received and oxidized carbons. It should be pointed out that the 
lowest adsorption capacity is attained for BP carbon, despite its 
relatively large surface area and total pore volume. In contrast, the 
PC sample showed a higher uptake than that of BP, despite its lowest 
surface area and total pore volume. The results suggest that the 
adsorption capacity is rather related to the pore size distribution than 
to the surface area. Thus the capacity was correlated with the volume 
of narrow micropores and a linear relationship was found.  

In addition, the mesoporosity was found to affect the kinetics of 
the adsorption process. The declining trend of sulfur removal was 
significantly much faster for the carbons with a well-developed 
mesoporosity. This indicates that mesoporosity increases the 
adsorption rate of DBT on activated carbons.  

0 50 100 150 200 250

Cequilibrium (S ppm)

0

10

20

30

40

50

A
m

ou
nt

 S
 a

ds
or

be
d 

(m
g/

g)

PC
PS
BX
BP
BXS
BPS

Figure 1.  DBT adsorption isotherms from solution on the adsorbents 
studied.  

 
The results show that the activated carbons chosen for this study 

are suitable for the removal of DBT from liquid solutions. Adsorptive 
capacities in the non-modified carbons are much larger than those 
reported in the literature for activated carbons and zeolites 7-11.  

In addition, to exhibit a high adsorptive capacity and to be used 
in adsorption processes, the adsorbents have to satisfy the 
requirements concerning the selectivity in the removal of sulfur-
containing compounds.  Thus, the nature of the forces involved in the 
adsorption process of adsorption has to be clarified. To investigate 
these interactions, thermal analysis of the saturated activated carbons 
was carried out. The thermogravimetric profiles are shown in 
Figure 2. In all cases two peaks are observed. Since the first peak, 
centered at about 200 ºC also appears for the equilibrated sample in 
the absence of DBT, it is assigned to the interaction of the solvent 
(hexane) with the carbons. The second peak appears at different 
temperatures for the carbons studied. In the case of PC and PS 
samples, this peak is centered at 515 ºC. For BP and BX it is shifted 
to lower temperatures (i.e, 470 and 430 ºC, respectively). These 
results suggested that the adsorption of DBT is most likely due to 
non-specific interactions between the adsorbate and the porous 
network of the carbons.  

 
 
 
 

 
Figure 2. DTG profiles of the BP carbon before and after saturation 
with DBT in hexane solution.  

 
The selectivity of the adsorption might be enhanced by 

increasing the surface heterogeneity of the carbons. For this purpose,  
BX and BP were oxidized with ammonium persulfate. This reagent is 
known to significantly increase the oxygen-containing functionalities 
of the activated carbon without altering noticeably its porous 
structure. The type and amount of surface functionalities created after 
oxidation was evaluated by potentiometric titration and Boehm 
method. The oxidation of the carbons resulted in a significant 
increase in the DBT adsorption capacity. This finding is linked to the 
increase in the number of acidic sites on the carbon surface. 
Introducing oxygen-containing groups increases the surface 
heterogeneity of the adsorbents and thus facilitates specific 
interactions between the adsorbent surface and the DBT molecule. 
These interactions were particularly enhanced in the case of BP 
carbon.  
 
Conclusions 

The results described above show the importance of activated 
carbon structural and chemical heterogeneity for the adsorption of 
DBT from liquid phase. While the volume of micropores governs the 
amount adsorbed, mesopores control the kinetics of the process.  
Introduction of surface functional groups enhances the amount 
adsorbed, likely as a result of specific oxygen-sulfur interactions.  
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Introduction 

According to the European Directive (CD 98/83/EC, dated on 
Nov 3, 1998)1, the maximum concentration of individual pesticides 
in drinking water has to be lower than 0.1 µg l-1 and the total 
concentration for all pesticide species should not exceed 0.5 µg l-1. 
These requirements could be achieved using activated carbon in the 
drinking water production process. 

The studied pesticide is Imazamox {2-[4,5-dihydro-4-methyl-4-
(1-methylethyl)-5-oxo-1H-imidazol-2-yl]-5-(methoxymethyl)-3-
pyridinecarboxylic acid ; C15H19N3O4 ; Mw = 305.3 g mol-1}, an 
herbicide which belongs to the family of imidazolinones. This new 
class of pesticides is used to control a wide spectrum of broad-leaf 
weeds and grasses. 

The activated carbon chosen for this study is Filtrasorb 400 
(F400), a Chemviron Carbon product widely used for drinking water 
production and specially recommended to remove organic 
micropollutants, such as pesticides, from water. 

Many factors may influence the adsorption phenomenon taking 
place in aqueous medium. Generally speaking, adsorption depends 
on both the speciation of the adsorbate (i.e. the distribution in its 
different chemical forms in aqueous solution) and the adsorbent 
characteristics (texture and surface chemistry)2. 

In this work, we determined the adsorption isotherms of 
Imazamox from aqueous solution onto F400 varying the pH and the 
ionic strength of the aqueous solution in order to get an insight into 
the mechanism of adsorption of this pesticide. 
 
Experimental 

Materials. Activated carbon F400 is produced from bituminous 
coal and is steam activated. Granular F400 was crushed and the 
particle size of the resulting powder (PAC) was lower than 50 µm. 
Powdered F400 was dried in an oven before weighting (130 °C ; 24 
hours ; under air). 

The technical product Imazamox (Technical RAPTOR®, purity 
≥ 95.9 %) was purified by dissolution in ultra pure water, filtration 
and recrystallization. A final drying was carried out in an oven at 100 
°C for 1 hour. The purified pesticide as well as its 250 mg l-1 (8.2 x 
10-4 mol l-) stock solution were kept in stopped flasks at 6 °C. The 
diluted solutions of purified Imazamox were prepared just before use.  

Imazamox molecule contains four centers that can be protonated 
according to the pH of the solution. These centers are the three 
nitrogen atoms and the carboxylic acid function. Figure 1 shows the 
structure of Imazamox (H2L) and the acid-base equilibria leading to 
the cationic forms H3L+ and H4L2+ or to the anionic forms HL- and 
L2-. We propose the scheme shown in Figure 1 for Imazamox by 
analogy with that given by Duda et al.3 for Imazapyr, another 
herbicide belonging to the family of imidazolinones. The pKa values 
of Imazamox4 are reported in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1. Imazamox successive protonation - deprotonation equilibria. 
 

F400 textural characterisation. Nitrogen physisorption 
isotherm of F400 was determined at 77 K. Total surface area, 
external surface area, total pore volume (Vtot), microporous volume 
(Vµpores) and the mean pore size (L0) were determined by means of 
BET theory, αS method, the amount of N2 adsorbed at P/P0 = 0.995, 
DR method and Dubinin-Stoeckli formula, respectively. 

Analyses of aqueous solutions. Imazamox concentrations 
were determined using liquid chromatography. A Chrompack 
Omnispher C 18 column preceded by a Chromosep pre-column 
was used in the isocratic elution mode with the mixture ultra pure 
water at pH = 3.0 ± 0.1 (H3PO4)/acetonitrile at 70/30 (v/v) as an 
eluent. UV detection wavelength was 250 nm. 

Adsorption procedure. Experiments were carried out at 25 
°C in static conditions. The suspensions of 10 mg of PAC in 25 ml 
of Imazamox solutions were stirred for 24 hours. We previously 
checked that this time was sufficient to reach equilibrium. The 
suspensions were membrane filtered before analysis. 

Three types of experiments were performed : i) Imazamox 
solutions containing 0.05 or 0.25 mol l-1 NaNO3 were used in order 
to study the influence of the ionic strength of the aqueous medium 
on adsorption at free pH (initial pH : 3.5-6.4), ii) Imazamox 
solutions containing 0.05 mol l-1 HNO3 (ionic strength = 0.05 mol l-

1) were used in order to study the influence of the acidification of 
the aqueous medium on adsorption (equilibrium pH = 1.4), iii) 
starting from solutions having a constant initial concentration of 
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Imazamox (100 mg l-1, i.e. 3.3 x 10-4 mol l-1) and containing 0.05 
mol l-1 NaNO3, the equilibrium pH of the suspensions was imposed 
using microadditions of HNO3 (the final ionic strength of the 
samples was always much lower than 0.25 mol l-1). 

 
Results 

F400 characterisation. Table 1 presents F400 textural 
characteristics. F400 pH of the point of zero charge (pHPZC), 
determined by Noh and Schwarz’s method5, is equal to 10.3. 

 
Table 1. Textural characteristics of F400. 

BET surface 
area (m2/g) 

External surface 
area (m2/g) 

Vtot 
(cm3/g) 

Vµpores 
(cm3/g) 

L0 
(nm) 

1010 112 0.57 0.37 1.0 
 

Imazamox isotherms. Figure 2 gathers all the adsorption 
results obtained in the various experimental conditions described 
above. The isotherms obtained at free pH for different ionic 
strengths are close to each other in the whole concentration range 
considered ; we can thus conclude that varying the ionic strength of 
the solution in the range 0.05-0.25 mol l-1 has a negligible effect on 
Imazamox uptake by F400. During adsorption, an increase of the 
pH of the solutions was observed (equilibrium pH in the range 4.1-
6.7). In contrast, imposing a very acidic pH with HNO3 (pH = 1.4) 
lead to a much higher adsorption isotherm for the lower and 
intermediate Imazamox concentrations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Adsorption isotherms of Imazamox on F400 and 
influence of equilibrium pH on Imazamox uptake (+). 
 
Discussion 

Generally speaking, the adsorption in liquid phase results 
from an interplay of electrostatic and non electrostatic interactions 
between species in solution and carbon surface2. However, the fact 
that adsorption do not depend on ionic strength of the solution 
suggests that the adsorption of Imazamox does not involve ionic 
species. 

In addition, it must be kept in mind that, for all the 
experiments described above, the equilibrium pH we measured 
were lower than 7. Thus, the neat charge of the carbon surface was 
positive (solution equilibrium pH < pHPZC = 10.3). 

Furthermore, for experiments carried out at free solution pH 
(Exp. Cond i)), this pH was in the range 4.1-6.7 and consequently, 
considering Imazamox speciation (Figure 3), the neutral (H2L) and 
anionic (HL-) forms coexisted in solution, the anionic form being 
the preponderant one (pK H2L/HL- = 3.3). At this point, the 
possibility of an anionic adsorption of HL- on the positive surface 
of the carbon could be possibly considered. However we verified 

that an imposed decrease of solution pH down to about 3 (Exp. 
Cond. iii)), which favours the neutral form H2L, strongly increased 
Imazamox adsorption (Figures 3 and 4). Thus, an anionic 
adsorption is not likely. 

On the other hand, when the pH of the solution was 
maintained constant and equal to 1.4 by means of nitric acid (Exp. 
Cond. ii)) the neutral (H2L) and cationic (H3L+) forms of 
Imazamox coexisted in the solution, the cationic form being the 
preponderant one (pK H3L+/H2L = 2.3). Nevertheless, the 
assumption of H3L+ species adsorption on the positive surface of 
the carbon should be discarded. Finally, we verified (Exp. Cond. 
iii)) that adsorption was maximum in the pH range 2.3-3.3, where 
the neutral form is preponderant in solution (Figures 3 and 4). All 
these observations confirm that the neutral form H2L is responsible 
for Imazamox adsorption. A so-called π−π mechanism2 is likely in 
these circumstances. 
 

 
Figure 3. Distribution curves of the different forms of Imazamox 
in aqueous solution. 
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Figure 4. Imazamox uptake by F400 versus equilibrium pH 
(Imazamox initial concentration : 100 mg l-1). 
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Introduction 

Carbon adsorbent materials are of paramount importance in 
environmental technology, from gas purification and separation to gas 
storage or catalyst supports. These processes rely on specific pore size 
distributions that contribute to selective adsorption via size exclusion.  

Recently a novel type of carbon adsorbent has appeared, the 
carbon molecular sieve (CMS). In these systems, a narrow distribution 
of pore sizes, several tenths of a nanometre in width, yields selective 
adsorption properties that depend on the close match between the 
pores and the probe gases to be adsorbed. A CMS is just like a kinetic 
adsorbent that separates, for example, nitrogen from air by 
distinguishing the minute size difference between O2 and N2 through 
faster sorption of oxygen. For dynamic processes where flow 
resistance must be minimized, special geometrical configurations must 
also be taken into account in addition to the nanoscale structure. This 
paper investigates one such superstructured carbon. 

Lignocellulosic materials are well known carbon precursors1,2, 
but few reports are concerned with their use in monolith form. The 
macro- and mesoporous texture of activated carbons of lignocellulosic 
origin conserves the features of the precursor, i.e. the skeleton of the 
plants used. Since both the nature of the starting material and the 
preparation process are crucial in determining the porous structure of 
the resulting monolith, it is possible by appropriate combination of 
raw material and processing to tailor porosities for specific 
applications. Clearly, for mass production of carbon adsorbents these 
technical considerations are also constrained by concerns of 
manufacturing costs.  

The open channel structure, with a typical cross-section of 
several hundred µm2 and wall thickness about 3 µm, offers the 
possibility of fast gas transport with low resistance to diffusion. 
Moreover, the channel walls can be converted to carbon of high 
adsorption capacity. The presence of this type of combined micro- and 
macroporosity makes these materials prime candidates for gas 
separation and/or catalyst supports.  

We study wooden monolith samples prepared by a simple one-
step physical method from Pinus sylvestris. 

 
Experimental 

Cubes of scotch fir (Pinus sylvestris) wood, of edge 10 mm, were 
carbonized in nitrogen flow at different temperatures between 600 oC 
and 1000 °C for 60 minutes. The samples are denoted PS600 through 
PS1000. 

Nitrogen adsorption/desorption isotherms were measured at 77 
K, using a Quantachrome Autosorb-1 computer controlled apparatus. 
The apparent surface area SBET was derived according to the BET 
model. Micropore and mesopore analysis was performed by the 
Quantachrome software using the Horváth-Kawazoe (HK) and the 
Barrett, Joyner and Halenda (BJH) methods, respectively. The true 
density of the carbon samples (dHe) was determined by helium 
pycnometry using the AUTOSORB-1 instrument. The total pore 
volume (Vtot) was calculated from the amount of nitrogen vapour 
adsorbed at a relative pressure close to unity. 

The transport dynamics of N2 and O2 were investigated by batch-
type frequency response (FR) technique, as described in Ref. 3, at 195 
K in the pressure range 60 – 600 Pa and in the frequency range 0.001 
– 10 Hz.  

Small angle X-ray scattering (SAXS) measurements were made 
at the BM2 beam line at the European Synchrotron Radiation Facility 
in Grenoble. Two incident energies were used, 8 keV and 18 keV, 
with sample -  detector distances between 23 cm and 1.85 m.  
 
Results and Discussion 

The low temperature nitrogen isotherms of the carbonized 
wooden cubes are shown in Fig. 1. PS600 and PS700 exhibit typical 
Type I microporous behaviour. PS900, in contrast, shows a slight 
slope, marking the appearance of mesoporosity. PS700, PS800 and 
PS900 display low pressure hysteresis (LPH), indicative of very 
narrow pores. In PS800 the LPH effect is strongest, revealing that this 
sample is in an intermediate state. The 1000°C treatment yields well 
developed micro- and mesoporosity, as can be concluded from the 
Type IV shape of the isotherm. The Type H2 hysteresis loop of 
PS1000 is commonly assigned to systems having ill-defined pore 
structure4. A sudden increase in specific surface area and pore volume 
associated with this sample can be attributed to a combined self-
activation and chemical vapour deposition (CVD) process: in spite of 
the inert atmosphere, oxygen-containing degradation products operate 
as activating agents and contribute to the development of the porosity. 
Meanwhile, some of the degradation products may deposit on the pore 
walls, thus enhancing the microporosity of this carbon5. This complex 
effect resulted in a monotonic increase both of the slit width and 
surface area. 
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Figure 1. N2 adsorption isotherms of the carbon samples (77 K). 
 O: PS600, +: PS700, : PS800, : PS900, : PS1000. 

 
SAXS measurements were made with the samples oriented in two 
directions, with the incident beam respectively parallel and 
perpendicular to the channel axis in the specimen. Figure 2 shows a 
set of iso-intensity contours from the scattering patterns of PS700 at 
low and at high values of the wave vector q. At large values of q 
(Figure 2b & d), the iso-intensity contours become circular, i.e., the 
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scattering is isotropic at large angles. The other samples yielded 
qualitatively similar patterns.  

 
a)    b) 

 
c)    d)  

Figure 2. 2-dimensional SAXS patterns from sample PS700 with the 
channel axis parallel (I||) and perpendicular (I⊥) to the incident X-ray 
beam; a: I|| at low q (1.85 m, 8keV), b: I|| at large q (0.23m, 18 keV), c: 
I⊥ at low q (1.85 m, 8keV), d: I⊥ at large q (0.23m, 18 keV). 

 
 Measurements of the Guinier radius of gyration RG (Table 1) 
obtained from the azimuthally averaged scattering curves are found to 
be the same in the parallel and perpendicular directions, indicating 
that structural anisotropy at this length scale is small or nonexistent. 
The smallest characteristic size was found in PS700. The X-ray 
surface area SX is estimated using the Porod procedure6. In all samples 
it was found that at high q the X-ray response can be approximated by 
I(q) = Kq-4 + b, where K is the final slope of the intensity and b 
describes scattering from atomic disorder. The intensity measured in 
the parallel and perpendicular directions I||(q) and I⊥(q) is not 
identical. Since the scattering from atomic disorder is isotropic, the 

integrated intensities Q  in the two directions can 

be normalized by the corresponding values b

= I (q)− b( )q2dq
0

∞
∫

⎟⎟ and b⊥. The specific 
surface areas in the two directions are  

S||X =
πVtot

1+VtotdHe

3K ||

Q|| + 2b||Q⊥ /b⊥

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ ,S⊥ X =

πVtot

1+VtotdHe

3K⊥

b⊥Q|| /b|| + 2Q⊥

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ 

 
Table 1.  Selected data from adsorption and X-ray measurements 
Sample SBET 

(m2/g) 

Vtot 
(cm3/g) 

RG⎥⎥
(nm) 

RG⊥ 
(nm) 

S⎥⎥ X
(m2/g) 

S⊥X
(m2/g)

wX
(nm) 

PS700    468 0.224 0.41 0.40 1380 1320 0.33 
PS800 496 0.242 0.45 0.44 1310 1190 0.39 
PS900 660 0.325 0.48 0.47 1270 1310 0.50 

PS1000 1152 0.774 0.48 0.48 2380 2300 0.66 
 

 The results show that the specific surface area increases 
significantly with increasing temperature of treatment. Analogous 
differences between SBET and SX have been observed previously on 
activated carbons7 and were attributed on the one hand to the 
simplifying assumptions of the BET model, which requires a smooth 
surface and single layer coverage, and on the other hand to the kinetic 
hindrance of the low temperature nitrogen molecules in narrow pores. 
The ratio SBET/SX tends to a constant value at high temperature, 
indicating that the population of pores that are inaccessible to nitrogen 

diminishes with increasing temperature of treatment. This result is in 
agreement with the increasing pore size wX=Vtot/SX listed in Table 1. 

 
Table 2.  Relaxation rates deduced from the FR measurements 

Sample 1/τ  
(s-1) 

 O2 N2
PS600 0.076 0.027 
PS700 0.019 0.004 
PS800 not detectable 
PS900 not detectable 
PS1000 0.095 0.080 

 
 Table 2 shows the FR results on three samples, PS600, PS700 
and PS1000, in the presence of nitrogen and oxygen gas8. The 
selectivity, i.e., the ratio of oxygen/nitrogen adsorption rates, in favour 
of oxygen is most pronounced for the sample prepared at 700°C. In 
PS1000 the oxygen adsorption rate increases by a factor of 5 but 
selectivity with respect to nitrogen is practically lost. (For the 
intermediate temperatures the response rates lay outside the 
observable frequency range.) These findings are consistent with the 
SAXS and gas adsorption results, which show an increase in the pore 
size with increasing temperature of treatment. 
 As commercially available CMSs show selectivity ratios varying 
between 1.2 and 24, the Pinus sylvestris monolith PS700 emerges as a 
highly promising candidate for air separation9. 
 
 Conclusions 

Carbon monoliths, prepared by heating wood from Pinus 
sylvestris in a nitrogen atmosphere to temperatures T from 600°C to 
1000°C, display a surface area that increases with increasing T. Below 
900°C the system is essentially microporous, but at 1000 °C, 
pronounced micro- and mesoporosity are observed. SX is isotropic, 
while the ratio SBET/SX increases from about 1/3 in the 700 °C 
treatment to about 1/2 at the two highest temperatures, 900°C and 
1000°C, as a result of the increase in pore size with increasing T, 
while the ratio of microporosity diminishes by about 30%. The FR 
measurements show that strongly selective properties for 
oxygen/nitrogen mixtures are achieved with the PS700 sample.  
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Introduction 

Carbon gels1 are unique porous carbons with high surface areas 
and large mesopore volumes. They can be synthesized through the 
carbonization of precursor organic gels.  Carbon gels derived from 
resorcinol-formaldehyde are called RF carbon gels and their 
micro/mesoporosity is known to be controllable by changing the 
composition of their precursor sols, especially the concentration of 
the catalyst.2-4  From their unique properties, RF carbon gels are 
expected to be used for various purposes such as gas filters, 
electrodes for capacitors, catalyst supports, and stationary phases for 
HPLC.  

Recently, we developed a new processing method, ice-
templating method, for the preparation of ordered macroporous 
materials using sol-gel transformation.5,6  When precursor hydrogels 
are unidirectionally frozen at a fairly constant rate under a fairly 
constant thermal gradient, pseudosteady state growth of ice crystals 
occurs inside their matrices.  The ice crystals are micro-rods with 
polygonal cross-sections and constant diameters throughout their 
length.  Such micro-rods are regularly aligned parallel to the freezing 
direction, and play the role of a template.  Therefore, a 
microhoneycomb morphology is formed at this freezing stage.  After 
removal of the ice crystals by thawing and drying, organic/inorganic 
gel microhoneycombs with micro/mesopores inside their honeycomb 
walls can be obtained.  We have succeeded in preparing carbon 
cryogel microhoneycombs (CMHs) by applying this new method to 
RF hydrogels.6

In this work, we show the relationship between the preparation 
conditions and the morphology of the resulting RF cryogels, and 
describe how to prepare fine CMHs.  We also describe how to 
control the macroporosity of CMHs along with the 
micro/mesoporosity inside their honeycomb walls. 
 
Experimental 

Sample Preparation.  RF hydrogels were prepared by the sol-
gel polymerization of resorcinol (R) with formaldehyde (F) using 
sodium carbonate (C) as a basic catalyst and distilled water (W) as a 
diluent.  The ratios of resorcinol to water (g/cm3; R/W) and 
resorcinol to formaldehyde (mol/mol; R/F) were fixed to 0.2 and 0.5, 
respectively.  The ratio of resorcinol to catalyst (mol/mol; R/C) was 
varied in order to change the catalyst concentration, which mainly 
determines the rates of sol-gel polymerization and the 
micro/mesoporosity of the RF carbon cryogels. 

Mixtures of these reagents were stirred to obtain homogeneous 
solutions, and were cast into glass molds (i.d.: 4.0 mm, L: 100 mm).  
They were cured at 25 ºC, and after sol-gel transformation occurred, 
the gelled samples were further cured at the same temperature.  Note 
that the curing time before sol-gel transformation is defined as 
gelation time, tgel, and that after sol-gel transformation at 25 ºC is 
denoted as tage, hereafter.  The resulting transparent RF hydrogels 
were washed five times with distilled water and placed into 
polypropylene tubes, which were filled with distilled water.  Then 
they were unidirectionally frozen by dipping the tubes 

perpendicularly into a cold bath maintained at a constant temperature 
of Tf at a constant rate of vf.  After the samples were completely 
frozen, they were thawed at 50 ºC.  Then the samples were washed 
with t-butanol and freeze-dried, yielding RF cryogel 
microhoneycombs (RFMHs). 

In the preparation of RF gels, curing is usually conducted at high 
temperatures for a sufficient time in order to develop mesopores 
inside them.  However, in the ice-templating method, short curing 
periods are required to obtain a microhoneycomb morphology.  
Therefore, hydrothermal treatments of the thawed samples were 
conducted in order to develop mesopores inside the samples.  The 
thawed samples were immersed into deionized and distilled water for 
a designated period of thyd at 90 ºC.  RFMHs were converted to 
CMHs through carbonization at 1000 ºC for 4 h in a N2 flow.  

Characterization Methods. The morphology of the obtained 
samples was directly observed using a scanning electron microscope 
(JEOL Japan Inc.; JSM-6340FS), and the average macropore sizes 
(dmac) of CMHs were estimated from the obtained images.  

The micro/mesoporosity of CMHs was examined through 
nitrogen adsorption-desorption measurements conducted at -196 ºC. 
BET surface areas, SBET, were calculated through the Brunauer-
Emmett-Teller (BET) method.  Mesopore size distributions and 
mesopore volumes, Vmes, were calculated by applying the Dollimore-
Heal method to the obtained desorption isotherms. 
 
Results and Discussion

The morphology, which is formed at the ice-templating stage, 
changed from microhoneycomb to polygonal fiber depending on the 
degree in sol-gel polymerization of the precursor RF hydrogel.  
When tage was short and the precursor RF hydrogel had a relatively 
soft structure, a fine microhoneycomb morphology was formed (Fig. 
1 a, b).  On the other hand, when tage was long and the precursor RF 
hydrogel became firm by thorough aging, independent polygonal 
fibers were formed (Fig. 2 a, b).  The same dependency of 
morphology on precursor firmness was also observed in SiO2 
systems5.

 
 
 
 
 
 
 
 
 
 
 

a b

1 mm 50 µm

a b

1 mm 50 µm

 
Figure 1.  SEM micrographs of a typical CMH obtained in this work 

 
 
 
 
 
 
 
 
 
 
 
 

a b

5 mm 50 µm

a b

5 mm 50 µm

 
Figure 2.  Photograph (a) and SEM micrograph (b) of typical carbon 
cryogel fibers obtained in this work 
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Figure 3.  Relationship between macropore size and freezing 
parameter, {vf(Tr - Tf)}-1

 
It was observed that the macropore sizes (cell sizes) of the 

CMHs changes when freezing conditions, such as the dipping rate, vf, 
and the freezing temperature, Tf, were varied.  The macropore size, 
which reflects the diameter of the template ice-rods, became smaller 
with the increase in vf and with the decrease in Tf.  In the case of 
fiber production using unidirectional freezing, the diameters of fibers 
(df) can be related to the freezing rate and the thermal gradient (G) by 
the equation df = a{vfG}-1 + b, where a and b are constants7.  By 
assuming that fiber production and microhoneycomb production are 
analogous, we plotted the average macropore sizes (dm) of CMHs 
against {vf(Tr - Tf)}-1 (Tr: room temperature) as shown in Fig. 3.  It 
can be seen that dm can be related to {vf(Tr - Tf)}-1 by the equation dm 
= a{vf(Tr - Tf)}-1 + b.  Interestingly, CMHs which were prepared from 
the same parent gel under different freezing conditions showed 
identical nitrogen adsorption-desorption isotherms.  Therefore, it can 
be said that these CMHs have different macroporosity and the same 
micro/mesoporosity.  This indicates that it is possible to control the 
macroporosity of CMHs independently of their micro/mesoporosity 
by changing the freezing parameter, {vf(Tr - Tf)}-1. 

CMHs have controllable macropores and walls formed by RF 
carbon cryogels, which contain developed micro/mesopores.  
Therefore, CMHs are expected to be used as a porous carbon with a 
hierarchical pore system of controllable micro-, meso-, and 
macropores.  In order to control the micro/mesoporosity of CMHs, 
we used hydrothermal treatment after thawing, which is an effective 
method to develop the mesoporosity of CMHs.  It was found that by 
applying hydrothermal treatment after thawing, the microporosity 
decreased and mesoporosity increased.  The nitrogen adsorption-
desorption isotherms and mesopore size distributions of CMHs 
prepared at C/W = 3.6 are compared in Fig. 4 and Fig. 5, 
respectively.  It can be seen that after sufficiently long hydrothermal 
treatment, the isotherm becomes a typical type IV isotherm, which 
shows the developed mesoporosity of the sample.  As this 
hydrothermal treatment was conducted after thawing, the macropore 
size of the CMH has already been fixed   Therefore, this indicates 
that it is possible to control the micro/mesoporosity of CMHs 
independently of their macroporosity by hydrothermal treatment. 
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Figure 4.  N2 adsorption-desorption isotherms of typical CMHs with 
and without hydrothermal treatment(C/W = 3.6) 
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Figure 5.  Mesopore size distributions of typical CMHs with and 
without hydrothermal treatment (C/W = 3.6) 
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Introduction 

Supercritical CO2 fluid is attractive solvent whose solubility 
of organics can be changed with changes of pressure and 
temperature. New process of adsorptive separation using supercritical 
fluid might be possible since removal of adsorbate from adsorbent 
can be performed efficiently. On the other hand molecular simulation 
is now attracting much attention as a powerful means of 
understanding and estimating adsorption phenomena, i.e., adsorption 
equilibria and adsorption dynamics in microporous adsorbents.  

In this study, chromatographic measurements were made for the 
adsorption of benzene, toluene and m-xylene on molecular sieving 
carbon (MSC) in supercritical fluid CO2. Supercritical chromatograph 
packed with MSC was used to detect pulse responses of organics. 
Adsorption equilibria and adsorption dynamics for organics were 
obtained by moment analysis of the response peaks. Dependences of 
adsorption equilibrium constants, K*, and micropore diffusivity, D, 
on the amount adsorbed were examined. And, molecular simulation 
of multicomponent adsorption equilibria was performed, and 
potential parameters were determined by comparing the simulation 
with experimental results. 
 
Experimental 

The experimental apparatus (Super 200-type 3; Japan 
Spectroscopic Co., LTD) was supercritical chromatograph. The 
carrier fluid of the chromatograph was supercritical CO2 (critical 
temperature 304K, critical pressure 7.3 MPa) and it’s mixture with 
the above-stated organics (benzene, toluene or m-xylene) respectively. 
The adsorbates used in the form of pulse were the same of or the 
different from organics mixed with supercritical CO2. For example, 
in the case of CO2 mixed with benzene, the organic used in the form 
of pulse was benzene or, toluene or m-xylene. The volumes of the 
pulse were fixed to be 8 x 10-9m3 as liquid. MSC 5A (Takeda 
chemicals Co., HGK882.) was crushed and screened to obtain 
particle size between 1.49 x 10-4 - 1.77 x. 10-4m (an average particle 
radius of 8.12 x. 10-5 m). 4.82 x 10-4kg of these particles were packed 
into the chromatographic column of 5 x 10-2 m long and 4.6 x 10-3 m 
in diameter. The void fraction, ε, of the bed was determined to be 
0.355. The properties of MSC5A are shown in Table 1 in reference 
(Chihara et al. 1978). Flow rate of supercritical CO2 was 1.33 x 10-

7m3/s at 268K and at 15.0, 20.0 and 25.0MPa respectively and flow 
rate of adsorbate (benzene, toluene or m-xylene) was 1.67 x 10-10m3/s, 
5.00 x 10-10 m3/s and 1.00 x 10-9 m3/s as liquid at room temperature 
(298K). The column pressure was kept at 15.0, 20.0 and 25.0 MPa 
respectively. The pressure drop across the adsorbent bed was 
estimated to be about 0.1Mpa and was assumed to be negligible. The 
experimental column temperature was kept at 313, 333 and 353 K 
respectively. Before experimental runs started, the adsorbent particles 
were regenerated and stabilized by feeding pure CO2 for 2 hours at 
the experimental pressure and temperature. Pulse responses were 
detected using a multi-wave length UV detector (Multi-340; Japan 
Spectroscopic Co., LTD.) (195-350 nm). Response data were 
processed by a personal computer.Moment analysis of supercritical 
fluid chromatogram was tried, and the apparent adsorption 

equilibrium constant, K* and time constant of micropore diffusivity, 
D/a2 obtained from first and second moment of response peak, as in 
references (Chihara et al. 1978; Chihara et al. 1993; Chihara et al. 
1995). 
 
Results and Discussion 

Figure 1 shows adsorption isotherm of benzene at 313K. 
According to Fig.1, the amount adsorbed increased with increases of 
molarity of benzene, and reached to saturation. The amounts 
adsorbed became larger with decreases of column pressure. It was 
considered that the situation is competitive adsorption and amount 
adsorbed of toluene decreases as CO2 adsorption increase with 
increases of column pressure. 

Figure 2 shows dependency of adsorption equilibrium constants, 
K*, for benzene, toluene, and m-xylene on amount adsorbed of 
benzene at 20Mpa. This is reasonably decreasing, which corresponds 
to Fig.1. 
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Figure 1. Adsorption isotherm : benzene at 313K 
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Figure 2. Dependencies of K* on the amount adsorbed of benzene 
 

Figure 3 shows dependency of micropore diffusivity, 
D/ā2exp(σ2), for benzene, toluene, and m-xylene on amount adsorbed 
of benzene at 20MPa. The increase of D/ā2exp(σ2) for benzene could 
be reasonably explained by chemical potential driving force. 
However, as for dependency of D/ā2exp(σ2) of toluene and m-xylene 
on amount adsorbed of benzene, further discussion would be 
necessary.  
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Figure 3. Dependencies of D/a2exp(σ2) on the amount adsorbed of 
benzene 
 

In these calculations, contribution of four mass transfer steps in 
pulse response ( µ’2, as width) were accounted for, such as axial 
dispersion in te bed, film mass transfer, macro pore diffusion and 
micro pore diffusion. The effect of micropore diffusion is dominant 
in all the conditions examined. 

  M SC68RC1 m odel  
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Figure 4. Adsorption  state of benzene 
 

Molecular simulation. Cerius2 (MSI Inc.) was used throughout 
the simulations. Three kinds of force field parameters in the Cerius2 
library were used. The Grand Caronical Monte Carlo method (under 
constant chemical potential (µ), volume (V), temperature (T)) was 
used to get the equilibrium amount adsorbed. The purpose of 
performing simulation is to elucidate an adsorption mechanism on the 
molecule level. The simulation was performed on the same 
conditions as an experiment in order to compare with experiments. 
MSC68-RC1 and MSC84-RC1 model were used as adsorbent. Each 
model has 6.8 A or 8.4 A of distance between the centers of two 
graphitic carbon layers, respectively. 

Adsorption state. First, we examined how molecules of 
adsorbate is located. Benzene was used for the adsorbate here. The 
results are shown in Figure 4. We see from Fig. 4 that benzene 
adsorbs into the adsorption space, which simulates micro pore. Here, 
benzene adsorbed in parallel to layer in MSC68 model. On the other 
hand, it is adsorbed aslant in MSC84 model. 

Adsorption isotherm. The simulation was carried out for the 
binary component. Benzene and CO2 were used for adsorbate. 
Conditions are 313 K and 15 MPa. The amount of adsorption 
increased with increases of molarity of benzene. Figure 5 shows 
comparison of adsorption isotherm for a molecular simulation 
different force field and an experiment. UNIVERSAL1.02, London, 
and DREIDING2.11 were used for the force field, respectively. An 
experiment value approaches MSC68-RC1 model in force field 
UNIVERSAL1.02 and London, and is close to MSC84-RC1 model in 
DREIDING2.11. Since pore size of the adsorbent used in the 
experiment is 5 A, it is in agreement with the adsorption space of 
MSC84-RC1 model. Therefore, it can be said that DREIDING2.11 is 
most suitable. 
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Figure 5. Comparison with experiment and molecular simulation : 
Adsorption isotherm 

 
Conclusions 

Adsorption equilibrium and adsorption dynamics on MSC were 
evaluated for each organics in supercritical CO2 fluid mixed with 
adsorbate by chromatographic measurement. The dependencies of 
adsorption equilibrium constants, K*, and micropore diffusivity, D, 
of toluene, benzene and m-xylene, on molarity of benzene, toluene or 
m-xylene with each parameters of temperature or pressure were 
obtained, respectively. It was found that the values of K* and D for 
an organic substance depended on the amount adsorbed of other 
organics strongly. The usefulness of a simulation was able to be seen 
by one of the features of the molecule simulation that a molecule can 
be visuallized, about the adsorption state. The experimental amount 
adsorbed could be simulated partly. 
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Introduction 

The behavior of water molecules in nanopores has attracted 

much attention from biology, geology and chemistry [1]. Although 

the adsorption of water on activated carbons has been studied for 

many years, the adsorption mechanism is not clearly elucidated. 

Water molecules are slightly adsorbed at low relative pressure, 

indicting that carbon surface is hydrophobic. At the middle range of 

relative pressure, the predominant water adsorption begins. The 

steep adsorption uptake has been believed to be associated with the 

cluster formation. In order to understand water adsorption 

mechanism better, we investigated water adsorption behavior on 

ACFs with different structure and carbon nanofibers through by 

using microbalance. 

 

Experimental 

Pitch-based ACFs (supplied by Osaka Gas Co.), PAN-based 

ACF (FE300), herringbone-type carbon nanofiber (CNF) and its 

activated form were used in the experimental. Among of them, 

OG15A and FE300 were heat-treated under different temperature 

respectively. Water adsorption was investigated by using 

CAHN1000. The sample (ca.100mg) was placed in quartz basket, 

and the water vapor was induced by bubbling method. The weight 

change of the sample was recorded continuously. Before 

measurement, the sample was heated at 150oC to remove the 

adsorbed water. BET surface area and total pore volume were 

calculated by nitrogen adsorption at 77K using a Sorptomatic 1990 

instrument. Before adsorption the samples were outgassed at 200oC 

for 12hr until constant weight. Average pore size of the samples 

was calculated by 129Xe-NMR measurement. Samples were 

degassed at 150oC under vacuum overnight before 129Xe-NMR 

measurement. Average pore size of ACF was obtained by 

comparing its chemical shift in Xe-NMR on the master curve. 

Results and discussion 

Influence of pore structure on the adsorption behavior.  

The pore structure of OG series ACFs and CNFs was listed in 

Table 1. The sequence of surface area and pore volume of ACFs 

were as followed: OG5A<OG7A<OG10A<OG15A<OG20A, 

while the order of average pore size of ACFs was following: 

OG7A<OG5A<OG15A<OG20A<OG10A. The water adsorption 

curves of these samples were shown in Figure 1. It can be seen that 

the order of water adsorption rate of ACFs is following: OG7A≈

OG5A>OG20A>OG10A>OG15A, and the water adsorption 

amount is as followed: OG7A<OG5A<OG15A<OG10A<OG20A. 

Combined with Table1 and Figure 1, it can be found that the water 

adsorption amount of OG series ACFs increased with the increase 

of surface area, and at the same time, the sample with small pore 

size had the fast water adsorption rate. By comparing the water 

adsorption amount per surface area of the ACFs (see Figure 2), it 

can be seen that excluding the factor of surface area, OG10A has 

the largest water adsorption capacity. That is to say, ACF with 

bigger pore size shows larger water adsorption amount. At the same 

time, the water adsorption rate of CNF is very slow for it mainly 

contains mesopores. After activation the water adsorption rate 

increased greatly for activation introduce some micropores. The 

increase of adsorption amount of CNF after activation should 

ascribe to the enhancement of surface area.  

 

Table 1.  Pore structure of ACFs, CNF and its activated form 

Sample SBET (m2/g) Vtotal (cm3/g) Average pore size(nm) 

(nm)
OG5A  573 0.31 0.9 

OG7A  690 0.36 0.8 

OG10A  953 0.52 1.5 

OG15A 1390 0.75 1.2 

OG20A 1862 1.00 1.3 

CNF  300 0.45 --- 

ACNF  866 0.77 --- 
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Figure 2. Water adsorption amount per surface area 

 

tion capacity, which may 

be ascribed to its higher nitrogen ntent. 

Table cture and ntal a f va  sam

Influence of element content on the adsorption behavior.  

Table 2 listed the pore and surface structures of OG15A, FE300 

and their heat-treated samples. After heat-treatment under high 

temperature, the surface area and oxygen content of the samples 

decreased to some extent. Figure 3 showed the water adsorption 

curves of these samples. Water adsorption rate increased and the 

adsorption amount decreased after heat-treatment for OG15A series. 

Generally speaking, pore size will become smaller for the 

shrinkage at heat-treatment. So the adsorption rate increased. After 

remove more oxygen groups at heat-treatment, the hydrophobic of 

ACF increased, so the water adsorption capacity decreased. At the 

same time, FE300-800oC-Ar and OG7A has the similar surface area, 

but the former has the higher water adsorp

co

 

 2. Stru  eleme nalysis o rious ples 

Sample SBET Vtotal O/C N/C 

OG15A 1390 0.75 0.047 --- 

OG15A-500oC-Ar 1126 0.60 0.037 --- 

OG15A-900oC-Ar 1225 0.69 0.025 --- 

OG15 H2A-700oC- 1068 0.58 0.024 --- 

FE300  793 0.43 0.076 0.037 

FE300-800oC-Ar  702 0.40 0.028 0.041 
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Figure 3. Water adsorption behavior of OG15A with heat-treatment 

 

and nitrogen content 

ill reinforce the water adsorption behavior.  

Sum

gen groups will enhance the water 

adso

Mechanism of water adsorption on ACF.  The diameter of 

water molecules is about 0.31nm [2], so the pore with diameter 

about 0.62-0.93nm (2-3 ratio of the water molecular) is most 

suitable for water adsorption. After the water molecule is adsorbed 

in the micropore, it will form dimer or even pentamer [3]. Then the 

bigger pore has the larger adsorption capacity of water. Of course, 

the surface element content of carbon will also affect the water 

adsorption amount. In specific, higher oxygen 

w

 

mary 

Water adsorption behavior of various kinds of carbons was 

investigated using CAHN. The results showed that carbon with 

smaller pore size has the fast water adsorption rate, and the carbon 

with bigger pore size shows larger water adsorption capacity. At the 

same time, the oxygen and nitro

rption capacity of carbon.  
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Introduction 

Hydrogen is an appealing energy carrier, in particular for mobile 
applications such as cars and boats.  But, storage remains a critical 
problem.  While high pressure tanks are being used in several 
prototype cars today, the capacity is small and the volume large and 
it is likely that safety concerns will also call for alternative solutions.  
Light metal hydrides are a possible solution to this problem [1].  One 
example is magnesium hydride, MgH2, which contains 7.6% 
hydrogen by weight.  There are two serious problems though:  (1) the 
hydrogen binds so strongly in magnesiumhydride that temperature in 
excess of 700 K is needed to release the hydrogen, while a release 
temperature around 400 K would be preferable, and (2) the diffusion 
of hydrogen through the hydride is so slow that loading and 
unloading of hydrogen takes very long time [2]. The question is 
whether the binding energy can be reduced and the rate of diffusion 
increased by adding other elements to the magnesium while not 
reducing the mass ratio of hydrogen in the hydride too much.  This 
question is being addressed by computational means.    
 
Theoretical calculations 

We have carried out various theoretical calculations based on 
density functional theory to study how binding energy and diffusivity 
of hydrogen change in magnesium hydride when other elements are 
added.  The calculations make use of a plane wave basis set,  
ultrasoft pseudopotentials, the PW91 gradient dependent functional 
and the VASP code [3,4].   
 
Results 

We have carried out various theoretical calculations based on 
density functional theory to study how binding energy and diffusivity 
are affected by small addition of other light elements and transition 
metals to the magnesium.  Some examples of results are discussed 
below. 

The addition of aluminum was found to reduce the binding 
energy of hydrogen in the hydride. With a, Al molefraction of 0.15, 
the binding energy has been reduced from 0.38 eV to 0.24 eV, 
corresponding to hydrogen release at 1 bar and 350 K.  The 
calculations were made assuming the rutile structure of the hydride 
remains stable, but it in fact becomes unstable with respect to phase 
separation.  The calculations, however, illustrate that the addition of 
a rather small amount of a more electronegative element to the 
magnesium can significantly reduce the binding energy of the 
hydrogen in the hydride [5]. 

Experimental measurements have indicated that the addition of 
small amount of transition metal, for example titanium, can speed up 
the unloading of hydrogen from magnesium hydride [6].  A cubic 
crystal structure with a unit cell of Mg7TiHx was found from X-ray 
crystallography.  The compound was synthesized under high 
pressure..  Our calculations have shown that the hydrogen ions sit in 
tetrahdedral holes in the lattice (unlike the rutile structure of pure 
magnesium hydride) and that x=16 [7].  The structure of the hydride 
is shown in figure 1.  A large increase in diffusivity of hydrogen in 
the magnesium-titanium hydride is predicted from the theoretical 
calculations as compared with pure magnesium hydride, largely 
because of greatly reduced formation energy of hydrogen interstitials 
in the hydride.  

Preliminary results on more complex compounds indicate that 
the lowering of binding energy that can be accomplished by adding a 
less electronegative element such as aluminum and the acceleration 
of  diffusion that can be accomplished by adding a transition metal 
do not exclude each other and that a ternary alloy could both have 
reduced binding energy and fast diffusion.  The task remains, 
however, to find a stable alloy where both the pure metal alloy and 
the hydride are stable.  Theoretical calculations are being carried out 
to search for such an alloy. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 1.  Structure of Mg7TiH16. The hydrogen ions sit in 
tetrahedral holes of the cubic Mg-Ti lattice. 
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Introduction 

The development of H2-based fuel cells promises clear 
economic, energy, and environmental security benefits to the United 
States. There is a critical need to develop new chemical H2 storage 
materials and novel approaches for the release/uptake of H2 for use in 
on-board transportation systems. An important need for 
understanding these materials and their performance are accurate 
thermodynamic data. Such data are needed in designing not only the 
release process but also the regeneration system. The suitability of 
the NHxBHx (x=1-4) compounds for hydrogen storage has recently 
been evaluated using theoretical methods.1,2 The amine boranes have 
excellent weight percent storage for H2 with BH3NH3 having 19% if 
3 molecules of H2 are produced and the salt (NH4)(BH4) having 24% 
if 4 molecules of H2 are produced. In both cases, the final product 
would be BN. Thus, the NHxBHx series of compounds (x = 1-4) are 
attractive targets for chemical H2 storage materials. 

The development of combustion models for hydrocarbon fuels 
requires reliable heats of formation of reactants, products and 
intermediates and as much kinetic information as possible about 
individual reaction steps. The heats of formation of the longer chain 
alkanes are of real interest in terms of developing models for gasoline 
and diesel fuel combustion. Although the heats of formation of the 
alkanes up through the nonanes are reasonably well-established, 
there is much less known about the heats of formation of higher 
alkanes, especially the cetanes and other compounds of interest for 
diesel fuel.3 There is also little reliable information currently 
available for the heats of formation of many of the radical 
intermediates of interest in combustion processes. 

We have been developing an approach to the reliable calculation 
of molecular thermodynamic properties, notably heats of formation, 
based on ab initio molecular orbital theory.4 Our approach is based 
on calculating the total atomization energy of a molecule and using 
this with known heats of formation of the atoms to calculate the heat 
of formation at 0K. This approach starts with coupled cluster theory, 
including a perturbative triples correction (CCSD(T)), combined with 
the correlation-consistent basis sets extrapolated to the complete 
basis set limit to treat the correlation energy of the valence electrons. 
This is followed by a number of smaller additive corrections 
including core-valence interactions and relativistic effects, both 
scalar and spin-orbit. Finally, one must include the zero point energy 
obtained either from experiment, theory, or some combination.  

We have applied this approach to the prediction of the heats of 
formation of the molecular amine boranes, BH3NH3, BH2NH2, and 
HBNH, and the ion BH4

- which in combination with our previous 
work on BH3, B2H6, NH3, and NH4

+ can be used to predict the 
thermodynamics of reactions of these species. We have also used this 
approach to predict the heats of formation of the hydrocarbon fuels 
C5H12, C6H14, and C8H18.  
 
 
 

Computational Approach 
For the current study, we used the augmented correlation 

consistent basis sets aug-cc-pVnZ for H, B, and N (n = D, T, Q).5 
Geometries were optimized at the CCSD(T) or MP2 levels with these 
types of basis sets. Zero point energies were obtained at the 
CCSD(T) or B3LYP level with these types of basis sets and scaled to 
experiment to obtain the best estimate of the zero-point energy. The 
CCSD(T) total energies were extrapolated to the CBS limit by using 
a mixed exponential/Gaussian function of the form: 

E(n) = ECBS + A exp[–(n–1)] + B exp[–(n–1)2]              (1)
with n = 2 (DZ), 3 (TZ) and 4(QZ). Core-valence corrections, ∆ECV, 
were obtained at the CCSD(T)/cc-pCVTZ level of theory. 
Relativistic corrections were obtained at the CI-SD/cc-pVTZ level 
with ∆ESR taken as the sum of the mass-velocity and 1-electron 
Darwin (MVD) terms in the Breit-Pauli Hamiltonian6 or at the 
MP2/aug-cc-pVTZ level with the spin-free, one-electron Douglas-
Kroll-Hess (DKH) Hamiltonian.7 Atomic spin-orbit corrections were 
taken from the excitation energies of Moore.8 By combining our 
computed ΣD0 values with the known heats of formation9 at 0 K for 
the elements we can derive ∆Hf

0 values for the molecules under 
study in the gas phase. 

The calculations were done with the program systems MOLPRO 
and NWChem. The calculations required considerable computational 
resources and many of them were done on the massively parallel 
1980 processor HP Linux cluster with Itanium-2 processors located 
in the Molecular Sciences Computing Facility in the William R. 
Wiley Environmental Molecular Sciences Laboratory at the Pacific 
Northwest National Laboratory. The largest calculation performed 
was the CCSD(T)/aug-cc-pVQZ calculation on octane with 1398 
basis functions. The perturbative triples (T) for octane took 23 hours 
on 1400 processors, with 75% CPU efficiency  and a sustained 
performance of 6.3 TFlops.  Fourteen iterations were required for 
convergence of the CCSD, which took approximately 43 hours on 
600 processors. As far as we are aware, is one of the largest 
CCSD(T) calculations ever performed. 
 
Results and Discussion 

Borane Amines. The calculated heats of formation are given in 
Table 1. The calculated heats of formation for BH3 and NH3 are in 
excellent agreement with experiment as we have previously shown. 
Our current calculated value for ∆Hf

0(BH3) is 26.4 kcal/mol and for 
∆Hf

0(NH3) is -9.6 kcal/mol. The dissociation energy of BH3NH3 has 
been estimated to be 31.1 ± 1 kcal/mol based on the binding energy 
for the adduct of BH3 with N(CH3)3.10 Our calculated value at 0K is 
25.9 kcal/mol with zero point effects included, about 5 kcal/mol 
lower than the estimated value. We suggest that our value for the 
binding energy of BH3NH3 is the best available value and, hence, our 
heat of formation is the best available value.  
 
Table 1. Borane-Amine Heats of Formation at 0 K (kcal/mol). 

Molecule Calc(298K) Expt(298K) 

BH3NH3 -13.5  
BH2NH2 -18.6  
HBNH 12.8  
BN(3Π) 147.1 114 ± 30 
BH4

- -13.5  
BH3 25.5  
NH3 -11.3 -10.97 ± 0.10 
NH4

+ 150.9  
 

Based on the calculated values, we can calculate the energy for 
the sequential release of H2 from these molecules in the gas phase: 
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BH3NH3 → BH2NH2 + H2 ∆H(0K) = -6.8 kcal/mol  (2)  
BH2NH2 → HBNH + H2 ∆H(0K) = 29.5 kcal/mol  (3) 
HBNH → BN + H2 ∆H(0K) = 132.8 kcal/mol  (4) 

Clearly, BH3NH3 will be a good source of H2 as the release of H2 
from this species is not far from thermoneutral. For comparison, we 
list the energies of the following gas phase reactions based on 
hydrocarbons 

C2H6 → C2H4 + H2 ∆H(0K) = 30.9 kcal/mol   (5) 
C2H4 → C2H2 + H2 ∆H(0K) = 41.2 kcal/mol   (6) 
C2H2 → C2 + H2 ∆H(0K) = 141.9 kcal/mol     (7) 

Based on these results, it is clear that the hydrocarbons cannot release 
H2. What is surprising is how close the reaction energies are for 
reactions (3) and (6) and reactions (4) and (7). This is a manifestation 
of similarity of the isoelectronic CCHm and BNHm systems.   

Another possibility for an H2 storage system is the salt [BH4
-

][NH4
+]. We can estimate the lattice energy of the salt from an 

empirical relationship and experimental ionic volumes11 giving a 
lattice energy of 151.3 kcal/mol and a calculated heat of formation of 
the salt at 0K of -9.3 kcal/mol. Alternatively, we may use the 
calculated volume at the DFT level of 0.098 nm3 for solid [BH4

-

][NH4
+], which leads to a lattice energy of 146.1 kcal/mol and a heat 

of formation of the salt at 0K of -4.1 kcal/mol. The reaction from the 
ionic solid to the gas phase products 
 [BH4

-]NH4
+] (s) → BH3NH3 + H2 ∆H(0K) = 0.2 kcal/mol  (8) 

is essentially thermoneutral and the salt would be a good source of 
H2. In order for the salt to be stable, we need to look at the possibility 
of electron transfer. The electron affinity (EA) of NH4

+ is very low as 
NH4 is a Rydberg molecule with only a weak binding of H to NH3 if 
at all. Thus we can estimate the EA(NH4

+) as the energy of the 
reaction NH4

+ + e- → NH3 + H giving -111.6 kcal/mol (4.84 eV). 
The ionization potential of BH4

- is given by the reaction  BH4
- → 

BH3 + H +e- as BH4 is also a very weakly bonded system and the 
electron affinity of BH3 is very small (0.038 ± 0.015 eV = 0.88 ± 
0.35 kcal/mol).12 The ionization potential of BH4

- is 89.6 kcal/mol 
(3.89 eV). The fact that the electron affinity of NH4

+ and the 
ionization potential of BH4

- are comparable within 1 eV of each other 
is consistent with the fact that this salt can be produced. Another 
possibility for the formation of H2(g) is formation of NH3BH3(s) as 
shown in reaction (9).  

[BH4
-]NH4

+] (s) → BH3NH3(s) + H2 (9) 
The calculated cohesive energy for BH3NH3 is 17 kcal/mol and the 
enthalpy change for the hydrogen release reaction is substantially 
more exothermic, ∆H(0K) = -16.8 kcal/mol, than if BH3NH3(g) is 
produced.  

Alkanes. The calculated heats of formation for octane, hexane 
and pentane at 298K are given and compared to experiment in Table 
2. The calculated values are in excellent agreement with experiment, 
differing at most by 0.30 kcal/mol for octane, which is within our 
desired uncertainty of ±1 kcal/mol. The result for pentane only 
differs by 0.07 kcal/mol from the experimental value. It is useful to 
remember that there is a ±0.1 kcal/mol/C atom uncertainty in our 
calculated heats of formation due to the uncertainty in the heat of 
formation of the C atom in the gas phase. For octane, the uncertainty 
in the atomization energy alone due to the uncertainty in ∆Hf(C) is 
0.8 kcal/mol. Our value of -50.20 kcal/mol for ∆Hf

298(C8H18) 
octane’s heat of formation compares favorably to the G3 value  -
50.74 kcal/mol.13 As noted by Redfern et al., conformational 
averaging, which is more important the larger the chain, will raise 
our calculated value by 0.5 to 1 kcal/mol. For example, they 
calculated corrections due to conformational averaging of 0.26 and 
0.46 kcal/mol for n-C4H10 and n-C5H12, respectively.  Even with the 
conformational averaging correction, our calculated values would 
still be in excellent agreement with the experimental values.  

In order to calculate the heats of formation of larger alkanes, we 
can consider other approaches including the use of isodesmic 
reactions. For example, the reaction energy for the following two  
 

Table 2. Heats of Formation of Alkanes at 298 K (kcal/mol). 
Molecule CCSD(T) Expt3,9

CH4 -17.6 -17.81±0.10 
C2H6 -20.3 -20.03±0.07 
C4H10 -30.1 -30.31±0.14 
C5H12 -35.0 -35.11±0.19 
C6H14 -40.2 -39.89±0.19 
C8H18 -50.2 -49.90±0.31 

        
isodesmic reactions could be used in a reverse process to calculate 
the heat of formation of an unknown, for example a higher alkane: 

C4H10 + C5H10 → C8H18 + CH4 (10) 
C4H10 + C6H14 → C8H18 + C2H6 (11) 

The reaction energies are given in Table 3 and the overall agreement 
is good within 1 kcal/mol for all methods and basis sets.  
 

Table 3. Isodesmic reaction energies in kcal/mola

Approach Reaction 10 Reaction 11
Experiment3,9       -3.9 ± 0.7 -0.7 ± 0.7 
aVDZ/MP2 -4.2 -0.5 
aVTZ/MP2 -3.5 -1.1 
aVQZ/MP2 -3.5 -0.2 
CBS/MP2 -3.7 0.3 
CCSD(T)/aVDZ -4.2 -0.9 
CCSD(T)/aVTZ -3.3 -0.4 
CCSD(T)/aVQZ -3.3 -0.4 
CCSD(T)/CBS -3.3 -0.3 
CCSD(T)/CBS + all 
corrections 

-3.2 -0.2 
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Introduction 

The target set by the Department of Energy for on-board 
hydrogen storage for automotive applications is about 7 percent by 
weight based on the of the total mass of the storage system. 

The existing hydrogen powered vehicles rely on high pressure 
vessels (~70 MPa) or cryogenic liquid storage of hydrogen. In order 
to avoid the use of such high pressures or cryogenic equipment other 
alternatives are being studied. Two active areas of research are metal 
hydrides, in which the hydrogen is stored and retrieved using 
chemical reactions, and physisorption on microporous materials, such 
as carbon nanotubes. 

Metal Organic Frameworks (MOF) have recently received much 
attention as possible hydrogen sorbents(1). These structures are 
composed of metallic cluster units, connected by organic linkers; 
they can be easily synthesized, are comparatively light and durable, 
and present large pores, making them an interesting candidate for the 
storage of hydrogen (see Figure 1 for a picture of such a structure). 

Given the large variety in which these materials can be 
produced, being able to estimate their ability of store hydrogen using 
computer simulation would allow one to tailor them to the best extent 
possible. 

In this work we present computer simulation results for the 
adsorption isotherms of hydrogen at 77 K and 298 K in a select 
number of MOF materials. We validate our model by comparing our 
results to the available experimental isotherms, and discuss the origin 
of some of the discrepancies that we have observed; we further 
present our prediction for the adsorption of hydrogen in new 
materials of the same class. 

Since computer simulations allow access to the microscopic 
details of the adsorption mechanism, we identify the adsorption sites 
of hydrogen in MOFs and discuss possible ways to improve their 
hydrogen storage capability. 
 
Methods 

We have simulated the adsorption isotherms using the Grand 
Canonical Monte Carlo technique. We describe the MOF framework 
as a rigid structure, which has been obtained by X-ray scattering. The 
solid-fluid potential energy has been evaluated using the UFF(2) 
force field that gives Lennard-Jones parameters for almost all 
materials in the periodic table. We have used the spherical Buch 
potential for hydrogen (ε/kB = 34.7 K, σ = 2.96 A) and the Lorentz-
Berthelot mixing rules to calculate the solid-fluid potential. The ideal 
gas formula was used to relate chemical potential and pressure in our 
simulations. 

Low temperature simulations.  Since many of the results for 
adsorption are available at 77 K we have taken into account quantum 
mechanical diffraction effects using the Path Integral method(3). In 
this formulation a quantum particle is approximated by substituting it 
with a ring polymer, whose beads interact via a harmonic potential 
that depends on the Planck constant as well as the temperature and 
the mass of the molecule. The exact quantum mechanical result is 
recovered as the number of beads tends to infinity. In our simulations 
the asymptotic value was reached using 20 beads. 

 

 
 

Figure 1. The structure of MOF-5. The metallic clusters are 
composed by Zn and O and the resulting unit cell has a cubic shape. 

 
 

Results and discussion 
We show in Figure 2 the comparison between the experimental 

results by Rowsell et al.(4) and our computer simulation data for 
hydrogen at 77 K in MOF-5 (also called IRMOF-1), whose structure 
is shown in Figure 1.  The agreement between the model and the 
experiment is excellent, especially when quantum corrections are 
taken into account. The classical simulation results in an 
overestimation of the adsorption by almost 10% at the highest 
experimental pressure around 1 bar. 
 

 
 

Figure 2. The isotherm of adsorption for hydrogen in MOF-5 at 77 
K. Black circles: path integral Monte Carlo simulation, red triangles: 
experimental result by Rowsell et al.(4). 

 
We have also compared our simulations with the results 

published by Rowsell et al.(4) regarding another material, called 
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IRMOF-8, and found a good agreement, although not as good as that 
shown in Figure 2. The computer simulation is within 5% of the 
experimental values around 1 bar, but underestimates the adsorption 
by a factor of almost two at intermediate pressures. 

A different picture emerges from the comparison between 
simulations and experiments on MOF-5 at room temperature. We 
show the results we have obtained in Figure 3 and compare them 
with the experiments performed by Rosi et al.(1). It is apparent that 
the computer simulation results underestimate the experimental data 
by almost a factor of three. The origin of this discrepancy is not 
clear, but in view of the excellent agreement obtained at cryogenic 
temperature we think that it is ny due to errors in the force field, but 
probably one or more other approximations.  It is well known that the 
MOF structure is not rigid as we assume in our model and the 
enhancement in the adsorption may be due to a deformation of the 
structure. 

 
Figure 3. The adsorption isotherm of hydrogen on MOF-5 at 298 K. 
Black circles: our computer simulations; red triangles: the 
experimental result by Rosi et al.(1). 
 

We present our prediction for the excess adsorption in various 
MOFs at room temperature in Figure 4. In light of the results shown 
in Figure 3, we might be underestimating the actual amount of 
hydrogen adsorbed. However, even taking into account a factor of 
three increase in the capacity over our predictions, one would fall 
short of the target of 7%. The best adsorbent within the ones we have 
investigated is IRMOF-14, which shows an excess adsorption of 
0.6% at the pressure of 100 bar.  

The reason for the poor adsorption properties of these materials 
lies in the fact that the most effective adsorption sites are not along 
the organic linker but rather in the proximity of the metallic cluster. 
An analysis of the potential energy surface shows that the absolute 
minimum of the potential energy inside the unit cell is near the 
corner occupied by the metals. The potential energy along the 
organic linker is separated from this minimum by at least 400 K, 
resulting in almost no occupation of these sites at room temperature. 

 

 
Figure 4. The computer simulation results for a series of MOFs at 
298K. 
 
 
Conclusions 

We have tested the ability of the UFF force field to predict the 
adsorption isotherms of hydrogen in Metal Organic Frameworks. 
Assuming a rigid structure and a spherically symmetric model for the 
hydrogen molecule, we obtain very good agreement between the 
simulation and the available experiments at cryogenic temperatures 
and pressures less than 1 bar. 

The agreement between simulation and experiments at room 
temperature is not as satisfactory; the simulations underestimate the 
amount of hydrogen adsorbed by almost a factor of three. We 
tentatively assign the origin of this discrepancy to the fact that we 
have assumed a rigid structure for the MOF. 

Despite these shortcomings, we have shown our results for the 
adsorption at room temperature in a variety of MOFs, and shown that 
they do not meet the DOE requirements. Even if one supposes that 
the actual amount adsorbed is a factor of three higher than our 
prediction, as suggested by the MOF-5 results, the required goal of 
7% would not be achieved. 

The origin of this apparent poor performance of the MOFs with 
respect to the adsorption of hydrogen is attributed to the fact that the 
organic linkers do not play almost any role in the adsorption, at least 
in the materials we have taken into consideration.  
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Introduction 
 The growing worldwide demand for energy, the limited amount 
of fossil fuels, and their adverse effect on the environment have made 
it necessary to search for alternative energy sources that are 
renewable, abundant, secure, environment friendly, and cost effective 
[1]. One of the alternate energy resources that are currently being 
pursued involves hydrogen [2-7]. Although hydrogen is the most 
abundant element on earth, exhibits the highest heating value per 
mass of chemical fuels, and is pollution free as water is the only by-
product during combustion, there are numerous hurdles to overcome 
before hydrogen can be used to address the energy needs of the 
future.  These include problems associated with its production, 
distribution, storage, and use in fuel cells. Among these, hydrogen 
storage is considered to be the biggest challenge in a new hydrogen 
economy [8] since the storage medium must meet the requirements of 
high gravimetric (9 wt % hydrogen) and volumetric density, fast 
kinetics and favorable thermodynamics.   
 The current methods for storing hydrogen in the gaseous form 
under high pressure or in the liquid form in cryogenic tanks are 
problematic.  The solid state storage of hydrogen is regarded as the 
best choice. Unfortunately, among the 2000 elements and compounds 
known to store hydrogen, none meets the requirements of high 
gravimetric and volumetric density [9].  It is easy to see that for a 
material to store hydrogen at around 10 wt %, it has to consist of light 
elements such as Li, B, N, C, Na, Mg, and Al. Unfortunately, 
hydrogen in materials consisting of light elements is held by strong 
covalent or ionic bonds. Consequently desorption temperatures of 
hydrogen in these materials are high and the kinetics are not 
favourable.  Ideally hydrogen should be stored in such a way that it is 
neither easy (as would be the case if they are molecularly 
physisorbed) nor difficult for it to desorb (as would be the case if 
hydrogen is held in strong covalent or ionic bonds) at moderate 
temperatures. The central challenge then is to find materials that can 
store hydrogen like methane but whose kinetics and thermodynamics 
mimic that of intermetallics. 
 Recently a great deal of attention has been focused on sodium-
alanates (NaAlH4) which has a theoretical hydrogen content of 7.5 wt 
% [10-12].  Here the four hydrogen atoms form a tetrahedron that 
encapsulates an Al atom (much as in methane) and the AlH4 unit is 
stabilized by the transfer of one electron from the Na atom. The four 
hydrogen atoms are covalently bonded to Al while AlH4 unit is 
bonded to Na by an ionic bond.  However, the addition of TiCl3 to 
sodium-alanate was found to markedly lower the hydrogen 
desorption temperature [10]. This discovery has revitalized the 
research into complex light metal hydrides as potential hydrogen 
storage materials and has highlighted the role of catalysts.  In spite of 
this interest, a fundamental understanding of where does Ti reside 
and how does it help to lower the hydrogen desorption temperature is 
lacking.  In this paper we address these two important issues.  
 Using density functional theory and super cell band structure 
methodology we show that, in agreement with previous calculations 
[13], Ti prefers to occupy the Na site, but more importantly it leads to 
vacancy formation. While the energy necessary to remove a hydrogen 

atom from NaAlH4 and (Ti,Na)AlH4 are respectively 5.1 eV and 3.0 
eV respectively, that from sodium-alanate containing a Na-vacancy is 
only 1.3 eV. In addition, the removal of hydrogen from NaAlH4 
containing a Na vacancy is an exothermic process. Thus the recent 
observation of the rapid diffusion of hydrogen in sodium alanate 
following the addition of TiCl3 is vacancy mediated. 
 Recently several experiments have been carried out to study the 
location of Ti in sodium-alanate, but they have yielded conflicting 
results.  While some experiments suggest that Ti occupies the surface 
site, others find Na to occupy the bulk Na site.  It is also believed that 
Ti combines with Al to form TiAl and segregates to the zone 
boundary.  Recent calculations on clusters and crystals of Ti doped 
sodium-alanate reveal that Ti prefers the Na site over the Al site [13-
15].  While no calculations on surfaces are available, the energy gain 
in replacing a Na atom in a cluster is much larger than that in the 
crystal.  Since a cluster mimics the surface more closely than the 
bulk, one could argue that it may be energetically preferable for Ti to 
replace a Na atom on the surface rather than that in the bulk.  The 
formation of TiAl can also be understood by noting that during ball 
milling, TiCl3 interacting with Na can form NaCl and the Ti atoms 
thus released can combine with Al formed during the first 
dehydrogenation phase of the sodium-alanate. Calculations have 
shown that the strength of the Al-H bond is reduced when Ti replaces 
a Na site and hence the hydrogen desorption temperature is lowered 
[13-15]. We show here that a more powerful mechanism for 
hydrogen desorption is caused by the formation of Na vacancies.  
Note that for every TiCl3 that combines with Na to form NaCl, two 
Na vacancies are created. 
 
Computational method  
 Our calculations are carried out within the framework of 
generalized gradient approximation to the density functional theory 
using PAW method, as implemented in the VASP code [16]. In order 
to simulate both the Na vacancy formation and the Ti substitutions, 
we have constructed a (2x2x1) super cell consisting of 96 atoms  
(Na16Al16H64). This is shown in Fig1. The PAW potentials with the 
valence states 3p, 3d and 4s for Ti, 2p and 3s for Na, 3s and 3p for Al 
and 1s for H were used. We have chosen an energy cutoff of 300 eV. 
The optimization of the geometry has been done (ionic coordinates 
and c/a ratio), without any symmetry constraint using the Hellmann-
Feynman forces on the atoms and stresses on the super cell. For 
sampling the irreducible wedge of the Brillouin zone we used k-point 
grids of 3x3x3 for the geometry optimization and 5x5x5 for the final 
calculation at the equilibrium volume. In all calculations, self-
consistency was achieved with a tolerance in the total-energy of at 
least 0.1 meV/atom.  
 
Results and Discussion 
 To model Ti doping as well as vacancy we have used the super 
cell TiNa15Al16H64 and Na15Al16H64 respectively.  The energies 
needed to remove a hydrogen atom from these supercells are obtained 
by repeating the total energy calculations with the supercells 
TiNa15Al16H63 and Na15Al16H63 respectively.  In Table I we present 
the binding energy corresponding to each of the three supercells as 
obtained from the VASP code.  We had earlier shown that the energy 
of the supercell with Ti replacing the Na site is 0.90 eV lower than 
that with Ti replacing the Al site.   
 
The energies needed to remove a hydrogen atom from the above 
super cells are defined as; 
 
∆E 0 = E [Na16Al16H64] - E [Na16Al16H63]  
∆E 

Ti = E [TiNa15Al16H64] - E [TiNa15Al16H63]  
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∆E 
V = E [Na15Al16H64] - E [Na15Al16H63]  

 
TABLE 1.  Binding energies and energies to remove a hydrogen 

atom corresponding to various supercells of Ti and vacancy 
containing sodium alanate. 

 

Supercell Binding energy Hydrogen removal 
energy (∆E) 

Na16Al16H64 -313.298 5.1 
TiNa15Al16H64 -316.807 3.0 
Na15Al16H64 -307.955 1.3 

 
One can see that the hydrogen removal energy in the system 
containing Na vacancy is about a factor of four smaller than that in 
the perfect crystal and a factor of two smaller than that when Ti 
substitutes the Na site. The origin of this reduction is found to be due 
to the relaxation of the H atoms around Al following the removal of 
hydrogen.  While the three H atoms around Al in NaAlH4 and 
(Ti,Na)AlH4 remain in a nearly tetrahedral form, that in the vicinity 
of the vacancy form a nearly planar structure.  The AlH3 thus formed 
is very similar in structure to an AlH3 cluster which is known to be a 
magic cluster in the gas phase.  Furthermore, desorption of hydrogen 
from Na15Al16H64 is an exothermic process since the desorbed 
hydrogen atoms can combine to form a H2 molecule.  Note that the 
binding energy of a H2 molecule is 4.5 eV which is much larger than 
the 2.6 eV it costs to desorb two hydrogen atoms from Na15Al16H64. 
  
 

 
Figure 1.  The 96-atom supercell geometry of Na16Al16H64. The Na 
vacancy is marked by Vc and the hydrogen removed in the 
calculation is marked by H. 
 
Conclusions 
 In summary, we have used density functional theory and super 
cell approach to study the Ti doping as well as Na vacancy in 
NaAlH4. We have found that Ti prefers to substitute the Na site and 
that the energy needed to remove a hydrogen atom is reduced from 
5.1 eV in pure sodium alanate to 3.0 eV when doped with Ti. More 
importantly, we found that the presence of a Na vacancy plays an 
even lager role in the hydrogen desorption. The hydrogen removal 

energy in this system (1.3 eV) is not only about a factor of four 
smaller than that in perfect crystal (5.1 eV), but also it is an 
exothermic process. Thus the dominant role of Ti in reducing 
hydrogen desorption temperature may be an indirect one - it leads to 
vacancy formation which then reduces the hydrogen desorption 
energy.   
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I. Introduction 

An understanding of the role of metal atoms in carbohydrates 
and their polymers for biochemical processes is evolving [1]. 
However, the importance of their interaction and complexation for 
other fundamental bioinorganic degradation processes such as 
cellulose pyrolysis is poorly understood. A degradation process 
involving the study of pyrolysis of biomass material like cellulose is 
of prime importance for application towards the retardation of forest 
fuels as well as in other branches of forestry [2]. In addition, it serves 
as a good model system for studying tobacco chemistry in cigarettes 
[3]. 

So far there has been only one published work involving 
cellulose pyrolysis in the presence of transition-metal salts [4]. 
Despite its growing importance, neither the atomistic details of the 
chemistry involved in such interactions, nor the microscopic 
mechanisms involved are fully understood. To date, there have been 
no theoretical studies in this regard.  

In this present work, electronic structure calculations based on 
hybrid density functional theory have been carried out for the first 
time to investigate the interaction of atomic Pd, Pd(II) and Cu(II) 
chloride with a cellobiose molecule which is used to model pyrolysis 
of cellulose. 
 
II. Computational Details 

All the calculations presented in this paper were done using 
Gaussian 98 using density functional theory with the B3LYP method. 
The main group elements were treated with a triple-zeta polarization 
basis, while the core-electrons of transition-metal atoms were treated 
using the semi-relativistic Hay-Wadt pseudopotential and associate 
basis sets were used to treat the valence electrons. To simulate harsh 
reaction conditions, as in pyrolysis, where a huge amount of energy 
is available to the reacting system, we have often placed reactants in 
extreme close proximity to each other, thus ensuring that the energy 
barriers are crossed. The nature of any proposed reaction-
intermediate as opposed to transition-state species, used in order to 
elucidate any reaction mechanism, was verified by subsequent 
harmonic frequency calculations, which also yielded zero-point 
energies. 
 
III. Results and Discussion 

(1) Cellobiose  In our studies of modeling the interaction of 
cellulose in the presence of added inorganics, we consider a single 
cellobiose unit. Cellobiose (Figure 1) is the smallest repeating unit of 
cellulose comprising of two D-glucose units linked by an oxygen 
atom. The intramolecular hydrogen-bonds are shown as dotted lines 
in Figure 1. It is to be noted that Nishiyama et. al [5]. have obtained 
the values for hydrogen bonds in bulk cellulose crystals (shown in 
parenthesis). Our values are in very good agreement with the above 
and the deviations from the experimental numbers range from 1-7%. 
Hence, our model of cellobiose is essentially a realistic 
representation of the local stereochemistry of cellulose in the bulk 
crystal/polymeric chain. For further discussion we will follow the 
numbering of the atoms given in Figure 1. 

       (2) Interaction of Atomic Pd with Cellobiose Our attempt here 
is to understand if Pd in its neutral monoatomic state (1S0, 4d10) 
interacts with a cellobiose unit. The preferential positions of the Pd 
atom have been investigated by allowing Pd to approach the 
cellobiose molecule from different directions. Pd is observed to insert 
into the bond between O1' and C1'. This product has a binding 
energy of 4.6 kcal mol-1. This product can be viewed as modeling the 
binding of Pd to a terminal unit of cellulose. 
        As above, we also observe Pd inserts into the C1-O bond. This 
product is thermodynamically much more stable than the previous 
inserted product, with a binding energy of 11.5 kcal mol-1. 
       (3) Interaction of Palladium (II) Chloride and Cellobiose The 
favorable direction of approach of PdCl2 is that of it being parallel to 
the direction of 1-4  linkage with O axis of cellulose. This reacting 
system undergoes fragmentation reaction forming two fragments (F1) 
and (F2) (see Figure 2). The fragment F1 containing the PdCl 
undergoes interesting intramolecular reactions to form a 
levoglucosan product-complex as shown in Figure 3. Considering the 
structures of the reactive intermediates outlined in Figure 3, one finds 
that Pd has an affinity for carbon and thus acts as an ‘anchoring’ 
agent to hold the otherwise unstable fragment such that the 
intramolecular reactions can occur effectively, ending up in the final 
levoglucosan-Pd(H)Cl product-complex.  

(4) Interaction of Copper (II) Chloride and Cellobiose As, 
opposed to its Pd counterpart, CuCl2 interacts in a completely 
different way with cellobiose. The fragments are shown in Figure 4. 
It is observed that Cu has no affinity for carbon or insertion to a C-C 
bond. Hence in this case the ‘anchoring’ effect is not observed, 
resulting in the levoglucosan formation being less feasible than 
formation of open chain organics such as glyoxylic acid. The two 
possible products and their relative energies are shown in Figure 5. 
Lesser amounts of levoglucosan formation is indeed observed in 
pyrolytic processes involving Cu salts and cellulose.  
 
 

 
Figure 1.  Cellobiose as a model for cellulose. The dotted lines 
represent the intramolecular hydrogen bonds. 
 
*(COLOR CODE: grey=carbon, white=hydrogen, red=oxygen, 
green=chlorine, blue=palladium, brown=copper) 
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Figure 2. The fragments obtained from the interaction of PdCl2 and 
cellobiose. F1 is the fragment containing the Pd atom (shown in 
blue).

 
 
Figure 3.  Proposed mechanism for levoglucosan formation. 

 
Figure 4. Fragmentation patterns from the interaction of CuCl2 and 
cellobiose. Cu is denoted in brown.  
 
IV. Conclusions 
The reactions between Pd, PdCl2 CuCl2 and cellobiose have been 
investigated in detail. Pd undergoes insertion to a C-C bond very 
easily. While PdCl2, is shown to promote polymeric chain cleavage 
and ring rearrangements, facilitated by the ‘anchoring’ effect, as a 
result of its affinity towards carbon, on the contrary, CuCl2 is seen to 
have no affinity towards carbon. This results in open chain organics 
to be more thermodynamically feasible products from Copper (II) 
chloride, as opposed to the levoglucosan formation from Palladium 
(II) chloride. 
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Figure 5. The two products obtained from the interaction of CuCl2 
and cellobiose. (b) is 4.02 eV higher in energy than (a).  
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Introduction 

Recently, double layer capacitance of nanocarbons such as 
carbon nanotubes or carbon nanofibers has attracted a great deal of 
attention on both of electrochemistry of carbon and development of 
new electric double layer capacitor.  Multi walled carbon nanotubes 
(MWCNTs) or single walled carbon nanotubes (SWCNTs) are 
composed of tubular graphene layers, so can be considered as ideal 
cylinder-like nanoporous materals.  

The essence of the interfacial capacitance of microporous 
carbon electrode in electrolytes has been investigated at the 
viewpoint of dielectric nature of ions or solvent molecules adsorbed 
at the interface.  However, it was also discussed that the interfacial 
capacitance of carbon electrode depends on the space charge layer, 
which influences the apparent double layer capacitance of carbon 
electrode as well as semiconductor pn junction.  The apparent double 
layer capacitance (= interfacial capacitance, Ca) is expressed by using 
the series combined capacitance of Helmholz layer capacitance (CH) 
and the space charge layer capacitance (CSC) of carbon electrode as 
1/Ca = 1/CH + 1/CSC.  The tubular graphene sheet at the SWCNT 
might enhance the space charge layer capacitance of carbon to 
realize the high specific capacitance 1.   

The discussion about CSC contribution strongly suggests the 
positive effect of hetero-atom doping to carbon electrode 2. The 
substituted hetero-atom in porous carbon materials can enhance the 
space charge layer capacitance, which is well known to be correlated 
with carrier concentration as well as Si semiconductor.  In this paper, 
the double layer capacitance properties of highly pure MWCNT are 
correlated with the nanostructure such as morphology, pore structure, 
and carbon crystallinity.  Additionally, we demonstrate the effect of 
hetero-atom doping on the capacitance by using B-doped MWCNT 
prepared with the diffusion method at high temperature. 
 
Experimental 

MWCNT prepared by CVD process (commercial name: 
cvdMWCNT95) was purchased from ILJIN Nanotech Co., Ltd. as 
start material for this work.  This original MWCNT sample contains 
a small amount (~ 1wt%) of metallic Fe catalyst.  The catalyst-
removal & the tube-end opening of the MWCNT were conducted by 
the thermal oxidation in air at 600°C for 30 min and the following 
acid-washing with HCl aqueous solution.  After the acid-washing, the 
samples was heat-treated at 800°C for 1h in N2 to reduce excess 
surface functionalities formed by the thermal oxidation.  The 
resulting product (yield: 50wt%) was referred to as “oxHCl-800”.  
And furthermore, the heat-treatment at 3000°C in Ar for 1h was 
performed for the ox-HCl-800 sample to improve the carbon 
crystallinity and recover the defects induced by the thermal 
oxidation.  The resulting product was referred to as “oxHCl-3000”. 

The oxHCl-3000 sample was heat-treated at 2200°C for 30 min 
with graphite crucible containing 10wt% boron to obtain the boron-
doped sample “B-2200”. 

The double layer capacitance measurement was conducted in 
the same way as our previous paper 1.  The propylene carbonate 
solution containing 0.5 moldm-3 (C2H5)4NBF4 was used as electrolyte 
(0.5 M TEABF4/PC).  The capacitance was measured by typical 

three-electrode system at galvanostatic condition to calculate the 
gravimetric capacitance per carbon weight in test electrode. 
 
Results and Discussion 

Nanostructure of MWCNTs.   The TEM images of the 
MWCNTs indicated that the outer diameter of the MWCNT is 10~20 
nm and the inner is ~5 nm.  Comparison with Fig.1(a) and Fig.1(b) 
shows that the morphology of the B-doped MWCNT is almost the 
same as that before the B-doping.  The B-doping with the diffusion 
method cannot affect the nano-structure of the MWCNT. 

The XRD patterns revealed that d002 or Lc is 0.344nm or 4nm for 
the original MWCNT, respectively.  The thermal oxidation and heat-
treatment caused only small structural change.  The XRD pattern of 
B2200 exhibited the formation a small part of graphitic part, but the 
002 diffraction angle was the same as oxHCl3000.  Therefore, the B-
doping of this work almost never influences the accumulated  
graphene structure of the MWCNTs. 

The Raman spectra of Fig.2 give us some additional information 
of the carbon nano-structure of the MWCNTs.  All samples showed 
the two band of ~1570 cm-1 (G-band) and ~1340 cm-1 (D-band), 
assigned to hexagonal carbon plane and its crystal defect / 
imperfection, respectively.  The intensity ratio of G and D bands (ID / 
IG) of ox-HCl-800 was larger than the original.  It means the 
introduction of crystal defects and imperfection by the thermal 
oxidation, corresponding to the destruction of the tube-ends.  The ox-
HCl-3000 showed the small ID / IG, which can be derived from the 
crystal restoration through the heat-treatment at 3000°C.  
Interestingly, the B-2200 had the larger ID / IG.  The literatures state 
that atomically local disorder in graphene layers is induced by B-
doping, but does not deteriorate the ordering structure of hexagonal 
carbon planes 3.  The Raman spectra about the induced local disorder 
were observed anywhere, suggesting the uniform distribution of the 
doped boron atoms in the MWCNTs. 

Pore Structure of MWCNTs.   The BET specific surface area 
(SBET), the mesopore volume (Vmeso), and the specific surface area of 
mesopores (Smeso) were summarized in Table1.  SBET and Smeso of the 
original MWCNT were around 200 m2g-1 and the both of the surface 
areas were comparable.  The agreement of SBET with Smeso indicates 
no micropores.  The SEM and TEM showed the original MWCNT 
contained a few opened tubes, so the mesopore volume and surface 
area can be attributed to the inter-space between tubes working as 
mesopore (2nm~50nm).  The surface area of SBET and Smeso of 
oxHCl-800 were around 400 m2g-1.  These surface areas correspond 
to the double of the original, which comes from the tube-end opening 
to access the interior tube wall.  The reductions in SBET and Smeso for 
the oxHCl-3000 suggest that the heat-treatment at 3000°C shut the 
gate to the tube interior and cover the surface defects to decrease the 
surface area.  The B-2200 had the comparable pore structure to the 
oxHCl-3000.  This result also confirms that the B-doping does not 
influence the tube structure of the MWCNT.  Consequently, the total 
surface area of the original, oxHCl-3000, and B-2200 corresponds to 
the external surface area of tubes, while that of the oxHCl-800 
includes the interior surface area of the tubes in addition to the 
external one. 

Capacitance of MWCNTs.   The parameter of SBET, the 
gravimetric capacitance (Cg), and the specific capacitance per BET 
surface area (CS) were also summarized in Table 1.  These results 
reveal that the gravimetric capacitances of the MWCNTs are much 
smaller than those of the ACFs.  The very small Cg of the MWCNTs 
can be mainly owing to their small surface area accessible to ion 
adsorption, which is no more than 10~20 % of SBET for conventional 
activated carbon fibers (ACFs).  The Cg order for the original, the 
oxHCl-800, and the oxHCl-3000 are related to the SBET one, but this 
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tendency cannot be applied to the B-2200, because the oxHCl-3000 
with smaller Cg had larger SBET compared to the B-2200. 

The specific capacitances (CS) of the MWCNTs are from 5 to 7 
µFcm-2, comparable to those of ACFs.  It can be seen that the tubular 
graphene layers of the MWCNTs used in this work are not effective 
in the enhancement of CS although the relative higher CS was 
observed for the HiPcoTM-SWCNTs.  These results suggest that the 
CS of carbon nanotubes depends on the numbers of accumulated 
graphene layers or layer curvature.  In the comparison with the 
original MWCNT, the CS reduction for the oxHCl-800 might be 
suggestive of the Cs difference bet ween the outer surface and the 
inner surface of MWCNT.  The oxHCl-3000 showed the smaller CS 
than the oxHCl-800.  Considering that surface defects such as 
exposed edge-plane have relatively high specific capacitance for 
highly oriented pyrolytic graphite (HOPG), it can be seen that the 
heat-treatment at 3000°C recovers the surface defects to reduce the 
specific capacitance of the MWCNTs. 

The B-2200 had 6.5 µFcm-2 of CS, indicating the CS increment 
of more 10% than before the B-doping.  The morphology changes by 
the B-doping were not observed as discussed at the previous section, 
the higher CS after the B-doping can originate in the physicochemical 
change for the surface of MWCNT.  The B1s XPS spectrum of the B-
2200 shows that the boron atoms in the MWCNT samples had 
various chemical states.  The presence of the substituted B suggests 
the possibility of the enhancement of the space charge layer 
capacitance through increasing the number of hole as charge carrier 
or the DOS change at the Fermi level 2.  All of the contained B atoms 
are not in the substituted position in the hexagonal carbon plane.  
Furthermore, the ICP-AES and XPS analyses revealed that the total 
of atomic concentration of B was only around 0.2 at% and 0.7 at%, 
respectively.  The concentration and chemical state control for 
induced B will lead to more enhancement of CS. 
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Table 1.  BET Specific Surface Area and Double Layer 
Capacitance of MWCNTs and ACFs 

 
Sample SBET Smeso Vmeso Cg CS

 [m2g-1] [m2g-1] [mlg-1] [Fg-1] [µFcm-2] 

Original 222 232 0.47 14.5 6.5 

OxHCl800 382 391 0.70 23.5 6.2 

OxHCl3000 191 213 0.56 10.7 5.7 

B-2200 185 219 0.60 12.1 6.5 

ACF1 930 - - 40 4.1 

ACF2 1150 - - 69 6.0 

ACF3 1480 - - 96 6.5 

ACF4 1780 - - 102 5.7 
Cg; gravimetric capacitance measured for 2~4Vvs.Li/Li+  
CS ; specific capacitance per surface are = Cg / SBET
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

20 nm
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20 nm
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Figure 1.  TEM images of the MWCNTs, (a) oxHCl3000 and (b) 
boron-doped MWCNT (B-2200).   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.  Raman spectra (532nm, 15mW, spot-size: 2µm) of 
MWCNTs, (a) original, (b) oxHCl-800, (c) oxHCl-3000, and (d) B-
2200. 
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Introduction 

Glassy carbon is a solid and monolithic form of a hard carbon 
with a high number density of nano-sized voids 1-2. Oxidative 
treatment 3 opens and connects these voids and creates an active 
carbon film with a sponge-like structure and open porosity on the 
surface of the monolith, with internal surface areas as large as 1000 
m2/g and more 4-8. The open pores in the active film are as small as 
one nanometer and can be soaked with electrolyte 4-5. The 
superposition of film growth and film burn-off yields a unique 
growth law of a sandwich-like structure, which can be exactly 
described by the Generalized Lambert W function 9,10. The unreacted 
glassy carbon core between the surface films can be used as a 
diffusion barrier, allowing the design of bipolar electrode cell 
assemblies for supercapacitors with the highest power densities ever 
reported 4,11. One additional potential application of activated glassy 
carbon is its use for a monolithic assembly for hydrogen storage. The 
current paper addresses some issues of the film growth for flat and 
spherical sample geometry. 

 
Experimental 

Sigradur K glassy carbon plates of 55 micron thickness were 
thermochemically activated in an air floated muffle furnace for 
several hours at 450oC 5-7. Also, GC powder with 10 micron sphere 
diameter was activated in the same way 8. Film thicknesses on plates 
were determined with electron microscopy. Electrochemical 
capacities were determined with electrochemical methods like cyclic 
voltametry, and impedance spectroscopy. Hydrogen and methane 
storage was carried out according to the protocol published recently 
14. Pore sizes of activated and unactivated GC were obtained with 
small angle X-ray scattering 5,13.  

 
Results and Discussion 
 Film Growth on Flat Plates.  One direct visual observation 
during GC activation is the shrinking sample thickness. Additional 
techniques such as electron microscopy are necessary to observe the 
active film. Sample shrinking and film growth are superimposed 
processes, as schematically illustrated in Figure 1. The active film is 
drawn in gray color and envelopes the non-activated (black) bulk. 
The experimental observation is that the shrinking is a process linear 
in time, unlike the film growth. Instead, film growth follows more a 
sigmoidal, square-root like type of growth. Shown here, the initial 
GC thickness is about 60 micron. After about 165 minutes, the non-
reacted core vanishes and the entire sample is active film. After about 
200 minutes of activation, the entire sample thickness is around 45 
micron. 

 
 

 
Figure 1.  Schematic illustration of a flat shrinking GC sample, and 
relative growth of active film (gray). The black material is the non-
activated GC. 
 
Readily available theory on the gas phase conversion and combustion 
of coal (progressive conversion model) and on the oxidation of metal 
catalysts (unreacted shrinking core model) is combined and extended, 
and then applied to the activation of glassy carbon 9,10. We introduce 
abbreviations for the constants governing the reaction controlled 
burn-off of the film, α, and the diffusion controlled growth of the 
film, β. The temperature dependant reaction constant is k(T), and D 
is the effective diffusion coefficient. C, b, and ρ are the 
concentrations, stoichiometry coefficients, and densities, 
respectively. 
 

α =
b* ⋅ k* ⋅ C

AS

*

ρ film

 , β =
b ⋅ Deff CAS

ρbulk

 

For the film thickness L(t) on a flat sample we find following 
ordinary first order differential equation: 

L ⋅ α +
dL
dt

⎛ 
⎝ ⎜ 

⎞ 
⎠ ⎟ − β = 0  

There exists an exact analytical solution for this flat sample problem, 
involving the Lambert W function W, or, more directly, the 
Generalized Lambert W function: G.  

L(t) =
β
α

1 + W exp −1−
α 2t
β

⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟ 

⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟ 

⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟ =

β
α

G -
α 2 ⋅ t

β

⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟  

This analytical formulation allows easy interpretation of the 
processes taking place during activation. Most noteworthy, the film 
thickness for very long activation times is a constant, given by β/α. 
Altering the oxygen concentration has impact on the speed of the 
activation, but not on the film thickness. 
 Film Growth on Spheres.  Importance of film growth on flat 
samples is proven because supercapacitors have been built already, 
based on flat monolithic electrodes 11. Activation of spheres is 
important as well because powders are usually made from sphere-like 
particles, and it is mostly powders that are used in industrial 
applications, such as electrode materials. Figure 2 shows cyclic 
voltamograms of activated GC powder, bonded on a titanium plate. 
This assembly is intended for electrochemical applications [Schüler, 
Kötz, Swiss Patent]. The area enclosed by this CV is several orders 
of magnitude larger than the CV from non-activated GC powder, in 
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analogy to the GC plates. Shown is also that activated GC has a 
slightly higher capacitance after electrochemical reduction. 
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Figure 2.  Cyclic voltamogram (CV) of thermally activated GC 
powder, bonded to a titanium plate. Open symbols denote GC after 
electrochemical reduction. 
 
The particular geometry of spheres, in contrast to plates, imposes 
additional complications both experimentally and theoretically. 
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Figure 3.  Schematic illustration of four stages of shrinking GC 
samples (black), and relative growth of active film (gray). Stages 1 
and 4 show the extreme cases of non-activated GC (1), and totally 
activated GC (4). Intermediate stages 2 and 3 contain both activated 
and non-activated GC. 
 
The equation for the spherical case is given below and involves an 
additional quantity, the initial sphere radius R0: 
 

re − L( )
re

⋅ L ⋅ α + Ý L ( )− β = 0  , and re = R0 −α ⋅ t  

 No analytical solution is known yet. However, it is obvious that 
for very thin films (L/re≈0), the plate solution is a good 
approximation for the sphere problem. 
 Numerical solutions for the sphere problem are illustrated in the 
plot below, for α=0.008, and values for β from 10 to 140. 
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Figure 4.  Numerical solutions for the differential equation of the 
sphere geometry for one particular α, and for a set of different 
diffusion coefficients  in β. 
 
 
 The straight line with slope –1 represents the overall diameter of 
the spherical GC particle during the course of activation, and burn-
off. The film growth can be approximated by a t1/2 law in the very 
beginning of activation, by a linear function ~t in the middle range, 
and by a t3/2 for large t at the very end of the activation. Note, that 
there is one particular time, at which the unreacted core in the 
spheres vanish, and the entire material is activated. This is the 
desired state for GC powder in technical applications, because 
unreacted GC as a diffusion barrier is not necessary, but it would 
contribute to the weight and be of no further use. It is thus important 
to have a very monodisperse GC powder for activation, and to know 
the exact process parameters to find the time at which the activation 
can be stopped. Another important issue for industrial GC powder 
activation is that the powder must be fluidizable. In the present case, 
it was necessary to distribute the powder as a thin layer on a surface 
for successful activation. 

The mathematical models do not take into account a possible 
inhomogeneity in the active film. Direct experimental evidence for 
such inhomogeneity comes from Raman microscopy data, for 
instance.  
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Figure 5.  Cross section of a broken GC platelet with active film to 
the left and right. Overlayed is the Raman scattered intensity, 
showing inhomogeneous Raman optical density in the active film. 
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Figure 5 shows a cross section of a partially activated GC sheet, 
and overlayed to that the scattered Raman intensity of the G band, 
obtained from such sample by scanning across the cross section in 
micron-sized steps. The non-activated part of the GC shows a flat 
response along the cross section. This holds, too, for GC, which has 
not been activated at all (not shown here). But the active GC film 
shows a steep increase of the carbon Raman G band starting from the 
active/non-active interface of GC, towards the sample surface. 
 This means that the active GC film is more graphitic than GC 
bulk. This finding confirms earlier X-ray diffraction results 5. 
 Another correction that has to be made is that the overall sample 
thickness expands from 55 micron before activation to around 58 
micron in the very first few minutes after activation. Oxygenation of 
the GC maybe causes the graphene sheets to expand their distance to 
each other, similar to an intercalation, which is probably confined to 
the outer boundary of the graphene sheets. This picture would also 
explain the drastic increase of surface roughness, as evidenced by the 
small angle scattering of GC samples that were activated for 5 
minutes or less [Braun A, Saliger R., unpublished]. 
 The mathematical model presented here also overlooks that the 
electrochemical double-layer capacitance at very early stages of 
activation increases exponentially, which is not surprising when we 
assume that the internal surface growth during activation is basically 
the process of normal reproduction. 
 
Conclusions 
 Glassy carbon is relatively unknown as electrode material for 
energy storage and conversion purposes. This is probably because 
only few research groups have seen the potential of this interesting 
material, and possess the know how to reveal and optimize its 
performance. It is an excellent material for supercapacitors with 
ultrahigh power density. Also, powder can be activated and used for 
high-surface area electrode materials. Use of glassy (vitreous) carbon 
for hydrogen storage has been reported only once, to the best of the 
author’s knowledge. But that group did not activate the vitreous 
carbon powder before hydrogen loading, and hence basically failed 
15. We have used activated GC plates for hydrogen storage 
experiments, with very promising results. 

Part of this work was conducted at the Paul Scherrer Institute 
(PSI)in Villigen, a subsidiary of the Swiss Federal Institute of 
Technology (ETH Zurich), Switzerland. Raman studies were carried 
out by Dr. J.C. Panitz, PSI. GC powder bonding on Ti was done by 
Dr. C. Schüler, ABB Corporate Research, Switzerland. A.B. is 
grateful for the free gift of GC by the PSI, and for hydrogen storage 
experiments by Dr. B. Bockrath and Edward Bittner and Milton 
Smith, NETL. 
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Introduction 

Electrochemical capacitors are a relatively new electrostatic 
energy storage technology.1  Storing charge in the double-layer that 
exists between an electrode and electrolyte, they are able to offer 
energy and power densities which bridge the gap between batteries 
and capacitors and thus allow the development of new energy storage 
and supply systems.  Activated carbon currently represents by far the 
most common electrode material being used and researched for 
application in electrochemical capacitors.2

Hypercrosllinked resins, derived from gel-type divinylbenzene-
chloromethyl styrene (DVB-VBC) resins, exhibit surface areas in 
excess of 1500m2.g-1 and possess pore networks which are dependent 
on their synthesis route and parent resin.3  Although such materials 
have been widely applied and investigated as adsorbents and catalyst 
supports4,5, their high surface area, controllable pore structure and the 
possibility of synthesis as monoliths have highlighted them as 
promising carbon precursors for application as electrochemical 
capacitor electrodes. 

The successful development of activated carbon electrochemical 
capacitor electrodes from hypercrosslinked resin networks is 
dependent on gaining a detailed understanding of how synthesis 
conditions, from gel-type resin to hypercrosslinked resin to pyrolytic 
carbon to activated carbon, affect the pore structure of the final 
material. 

Presented here are the results of the characterization of the pore 
networks of a gel-type resin, hypercrosslinked resin and a subsequent 
series of pyrolytic carbons. 
 
Experimental 

Hypercrosslinked resin synthesis.  2% nominal crosslink ratio 
(NCR) microbeads were synthesized via the radical suspension 
polymerization of a comonomer solution of divinylbenzene (DVB) 
and chloromethyl styrene (CMS).  The gel-type beads were washed 

using water, extracted in boiling acetone for 24 hours and dried in a 
vacuum oven at 60°C for 24 hours.  3.5g of dry beads were then 
swollen in 20ml of 1,2-dichloroethane (DCE) for 45 minutes then 
hypercrosslinked at 80°C in 80ml of DCE in the presence of FeCl3.  
FeCl3 was present in the mass ratio of resin/catalyst 5/4.  The 
hypercrosslinked resin was washed thoroughly in acetone and 
methanol, extracted in boiling acetone for 24 hours then dried in a 
vacuum oven at 60°C for 24 hours.  The effect on the resin structure 
of varying the swelling time between 0 minutes & 30 minutes and 
varying the CMS solution between 90% p-CMS and 97% m,p-CMS 
was investigated. 

Pyrolytic carbons.  Carbon samples were prepared by applying 
a two-tier heating strategy, using a tube-furnace under flowing argon, 
to hypercrosslinked resin samples.  Samples were heated from room 
temperature to isotherm T1 at 20 K/min and held for 30 minutes.  The 
temperature was then raised to isotherm T2 at 20 K/min and held for 
30 minutes before being decreased at 20 K/min to room temperature.  
The results of varying T1 between 600°C & 700°C and T2 between 
900°C & 1200°C are discussed in this paper. 

Characterisation Methods.  The pore networks of all samples 
were characterized using Nitrogen adsorption at 77K.  
Hypercrosslinked resins and pyrolytic carbons were also 
characterized using small angle neutron scattering (SANS).  Contrast 
Matching SANS (CM-SANS) was also undertaken on the pyrolytic 
samples.  Nitrogen adsorption was carried out using a Micromeritics 
ASAP 2000 instrument.  SANS was undertaken at the Small Angle 
Neutron Diffractometer (SAND) at the Intense Pulsed Neutron 
Source and also at the LOQ instrument at the Rutherford Appleton 
Laboratory. 
 
Results and Discussion 

The gel-type resin is devoid of any internal pore structure in the 
dry state.  The only porosity present is that which exists in the 
interstices between the gel spheres.  The surface area of the dry gel-
type resin is generally around 1 m2.g-1. 
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Figure 1.  Nitrogen adsorption isotherms for hypercrosslinked resins 
synthesized with no preswelling and 30 minutes preswelling 
 

A hypercrosslinked resin sample which was synthesized with no 
swelling time prior the introduction of heat and FeCl3 displayed a 
BET (Brunauer-Emmett-Teller) surface area of 1990m2.g-1.  Analysis 
of the SANS data showed that the scattering at low q was 
proportional to a negative power of the scattering vector q.  The data 
was fitted to a mass-fractal model6 which yielded a fractal dimension 
of 2.63.  A hypercrosslinked resin sample which was synthesized by 
allowing the gel-type resin to swell for 30 minutes prior to the 
introduction of FeCl3 and heat exhibited a surface area of 2131 m2.g-1 
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and a fractal dimension of 2.07.  Figure 1 shows the isotherms 
attained for the swollen and ‘non-swollen’ resin.  Inspection of the 
isotherms for the two samples combined with the BJH (Barrett-
Joyner-Halenda) and neutron scattering analyses suggest that the 
‘non-swollen’ sample possesses a highly convoluted 3D surface with 
surface area largely present in micropores.  Similar analyses of the 
swollen sample suggest that the swelling has the effect of smoothing 
the surface somewhat and propagating surface area held within 
mesopores. 

A hypercrosslinked sample which was synthesized using 97% 
m,p-CMS exhibited a surface area of 1811 m2.g-1 with around 1675 
m2.g-1 of this being located in meso/macro porosity.  BJH analysis 
further yielded a total pore volume of 1.40 cm3.g-1 and a mean pore 
diameter of 31.1 Å.  A sample synthesized using 90% p-CMS 
returned a surface area of 1279 m2.g-1; 715 m2.g-1 of this was located 
in meso/macro porosity.  This sample exhibited a total pore volume 
of 0.81 cm3.g-1 and a mean pore diameter of 28.1 Å.  The results 
show that the use of 90% p-CMS yields a resin with a lower surface 
area and a more microporous nature (both qualitatively and 
quantitatively).  This is attributed to a combination of the DCE 
having less of a swelling effect on the gel-type resin and the steric 
hindrance to hypercrosslinking resulting from there being only one 
CMS stereoisomer present. 

0.0001

0.001

0.01

0.1

1

10

100

1000

104

0.001 0.01 0.1 1 10

Dry
Contrast Matched

dΣ
/d
Ω

 / 
cm

-1

q / Å-1
 

Figure 2.  SANS & CM-SANS results for a pyrolytic carbon 
prepared using a T1 of 600°C 
 

Figure 2 shows the results from the dry and contrast matched 
SANS carried out on a pyrolytic carbon prepared using a T1 of 
600°C.  The pyrolytic carbon synthesized using a T1 of 600°C 
exhibited a BET surface area of 82 m2.g-1 and a total pore volume of 
0.109 cm3.g-1.  The dry and contrast matched surface areas from 
SANS and CM-SANS were 658 m2.g-1 and 189 m2.g-1 respectively.  
The sample prepared with a T1 of 700°C yielded a BET surface area 
of 65 m2.g-1 and a total pore volume of 0.089 cm2.g-1.  The dry and 
contrast matched surface areas from SANS and CM-SANS were 453 
m2.g-1 and 259 m2.g-1 respectively.  Both samples have mean pore 
diameters of 50 Å and exhibit scattering from a mass fractal of 
dimension 2.38-2.66 with T1 of 600°C consistently being of lower 
dimension. 

The investigation into the influence of the second isotherm 
temperature showed that the sample prepared at 900°C exhibited a 
BET surface area of 233 m2.g-1 and SANS surface areas of 268 m2.g-1 
and 22 m2.g-1 dry and contrast matched respectively.  BJH desorption 
analysis yielded a mean pore diameter of 31 Å for this sample.  
Increasing T2 to 1200°C resulted in a decrease in BET surface area to 
115 m2.g-1.  Dry and contrast matched SANS yielded surface areas of 
263 m2.g-1 and 137 m2.g-1 respectively.  This sample’s mean pore 

diameter was found to be 50 Å.  These results suggest that increasing 
the value of T2 results in an increase in the abundance of closed 
porosity within the sample yet little change in the overall surface 
area.  Scattering from mass fractal structures was observed for both 
samples with dimensions between 2.6 and 2.8.  The sample prepared 
at a lower temperature consistently displayed a higher dimension in 
overall and contrast matched data.  This suggests, along with the data 
on mean pore diameter, the presence of a more convoluted structure. 
 
Conclusions 

The pore structures of hypercrosslinked resin networks are 
highly dependent on synthesis conditions.  It has been shown that 
allowing gel-type resins to swell for 30 minutes prior to the 
introduction of FeCl3 and heat has the effect of increasing the surface 
area of the sample.  Furthermore this swelling serves to deconvolute 
the structure and propagate mesoporosity whilst reducing the 
abundance of microporosity. 

Hypercrosslinked resins synthesized using 97% m,p-CMS 
generally possess higher surface areas, less microporosity and higher 
total pore volumes than resins synthesized using 90% p-CMS.  This 
has been attributed to steric hindrance in the hypercrosslinking 
process due to the reduction in abundance of stereoisomers and DCE 
having a lesser swelling effect on gel-type resins synthesized from 
90% p-CMS. 

Lowering the first isotherm temperature in a two-tier pyrolysis 
strategy yields a carbon with a higher surface area and pore volume, 
mainly in open/accessible porosity  yet still possessing significant 
areas of closed/inaccessible porosity. 

The use of a lower second isotherm temperature tends to yield a 
more microporous carbon with less closed/inaccessible porosity. 
 
References 
(1) Becker, H. I., U.S. Patent 2,800,616 
(2) Frackowiak, E., Beguin, F., Carbon 2001, 39, 937-950. 
(3) Davankov, V. A., Tsyurupa, M. P., React. Polym., 1990, 13, 27-42 
(4) Davankov, V. A., Tsyurupa, M. P., Pure & Appl. Chem., 1989, 61, 1881-

1888 
(5) Sherrington, D. C., Chem. Commun., 1998, 2275-2286 
(6) Schmidt, P. W., J. Appl. Cryst., 1991, 24, 414 
 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  30



SURFACE TREATMENT OF SILICON COATED 
SYNTHETIC FLAKE GRAPHITE AS A NEGATIVE 

ELECTRODE OF LITHIUM SECONDARY 
BATTERIES 

 
MyiungroLee, Dongjin Byun, ,Bup-Ju Jeon,  Joong Kee Lee* 

 
Eco-Nano Research Center 

Korea Institute of Science and Technology 
P.O.Box 131, Cheongryang. 

Seoul 130-650, Korea 
 
Introduction 
 Commercial rechargeable lithium batteries are employed as 
power supplies for cellar phones and portable computers. Usually 
carbonaceous materials have been used as the negative electrode 
because of their better cycling performance and dimensional stability 
compared to lithium alloys However, theoretical maximum storage 
capacity of graphite is 372 mAh/g [1]. 
 In order to increase the specific capacity of the lithium 
secondary batteries, silicon is considered as one of the promising 
alternative anode materials. According to the electrochemical 
reactions between silicon and lithium, silicon can alloy with lithium 
up to 4.4 Lithium per silicon at high temperature. Theoretical 
capacity of silicon, therefore, is about 4,000 mAh/g. However, silicon 
is difficult to applied due to the problems as follows: the first one is 
poor cyclability caused by severe volume expansion and the second 
one is the high irreversible capacity at first cycle [2]. For the carbon-
silicon composite system, therefore, we expect synergy effect of 
silicon-carbon composite system. In this system, silicon acts lithium 
alloying reactants during charge-discharge process and also carbon 
matrix play a role as the lithium intercalation sites and conducting 
medium between silicon particles as well. 
 Here, the purpose of this study is to find the relationship 
between electrochemical properties of silicon coated graphite and the 
heat treatment condition in hydrogen atmosphere. The employed 
temperature range is from 200 to 800oC. 
 
Experimental 
 Commercial synthetic flake graphite with average particle 
diameter of about 6µm (Sfg6, Lonza Chem., Japan) was used as raw 
material. Coating solutions were prepared by mixing of non-polar 
solutions such as hexane and benzene were used as a dispersive agent. 
Spray coating was carried out with fluidized-bed process: fluidized 
graphite powder were coated and dried simultaneously inside the 
Wurster column, and then calcined in the furnace under H2 or N2 
atmosphere. Electrostatic sprayer was employed to increase the 
dispersion of coating solution. The values of specific charge 
capacities, discharge capacities and initial efficiencies were 
dependent on combination of metal species and Si coated. In this 
study, the employed coating technique for the preparation of silicon-
graphite composite is a gas-suspension spray coating method. All the 
graphite particles consists bed are all just suspended in upwarding 
flow gas. For spray coating, the atomized liquid droplet from the 
spray nozzle which was placed at the bottom of the bed contact the 
suspending graphite particles and spread over on the surface of the 
particles. The wetted particles are extensively dried through solvent 
evaporation. The repeated motion of the particles through the spray 
zone allows a continuous coating of material to build up and, finally 
uniform coating particle can be prepared. The precursor containing 
silicon was employed as a coating solute and ethanol mixture used 
for the solvent. After particles were coated, they were calcined in a 

furnace in the range of 200~800℃ under an hydrogen atmosphere. 
Electrode for half-cells of lithium ion batteries were manufactured 
with the samples prepared under different conditions and their 
electrochemical properties were compared. Negative electrodes were 
fabricated by mixing a slurry containing 6 wt.% polyvinylidiene 
fluoride (PVDF) binder, 3 wt.% acetylene black as the conductor, and 
91 wt.% active materials. The metals-coated carbon electrode does 
not contain acetylene black. The graphite, in the presence of some 
acetone was mixed in a vortex mixer at 5000 rpm. A slurry 
containing carbonaceous material was spread to form a 100㎛ thick 
sheet on a copper foil by dipping. The sheet was allowed to dry at 
ambient temperature for a day, followed by drying in an oven at 80℃. 
The composite was then pressed at 110∼120℃ in a roll press. The 
pressed composite was cut into 2×2 cm pieces and dried in a vacuum 
at 110℃ for 24 hours. All cells were assembled in a dry-room (max. 
moisture〈 5%). The counter electrodes were lithium metal foils of 
75㎛ thickness, while the separator was a polypropylene film. The 
electrolyte employed in this study was 1M LiPF6 dissolved in a 
mixture of ethylene carbonate (EC), diethyl carbonate (DEC), 
propylene carbonate (PC) and dimethyl carbonate (DMC)..  
 
Results and Discussion 
 Scanning electron microscopy was employed to investigate the 
difference in surface morphology between the raw graphite and the 
silicon coated graphite. Figure 1(a) is the surface morphology of raw 
sfg6. Rather smooth surface with very few pores can be observed. 
Figure 1(b) shows that silicon films of about 50nm are covered 
throughout the specimen. 
 

         
(a) 

 

   
(b) 

Figure 1. SEM images of raw sfg6(a) and silicon-coated sfg6(b). 
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 Figure 2 shows the specific charge capacities and discharge 
capacities of bare synthetic flake graphite and silicon-coated 
graphites. For reversible capacity of bare synthetic graphite showed 
about 280 mAh/g, and the reversible capacity of the silicon-coated 
graphite increases with silicon coating The enhancement of specific 
capacity attributed by alloying formation between silicon and lithium 
during cycles However reversible capacity of silicon coated graphite 
decreases with increase of HTT.  
 XPS analysis of the silicon coated samples was performed using 
PHI5800 surface analysis system with mono-chromatic 
AlKα(aluminium Kei alpha) radiation. Figure3 shows Si2P spectra on 
the natural surface of silicon coated graphite. This spectrum can be 
resolved into two components. The first one located at 101.7eV 
seems to be due to SiOx.(0<x<2) And the third one at 102.5eV is due 
to SiO2.  
 As can be seen Figure 3 (a), (b) and (c), the SiOx peak decreases 
with increase of HTT.  Comparing the Figure 2 and 3, the reversible 
capacities of silicon coated graphite is closely related  the amount of 
SiOx in Figure3 . SiOx reacts reversibly with lithium. A decrease in 
SiOx content decreases the reversible capacity even though SiO2 
content increases.  
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Figure 2. Charge-discharge curves for bare and silicon coated 
synthetic flake graphite at 2nd cycle  with 0.1 mA/cm2 current 
density. 
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Figure 3. Experimental XPS spectra of Si 2p core-level spectra of 
silicon films on graphte with different HTT: (a) 200oC; (b) 500oC; 
800oC. 
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Introduction 

Proton exchange membrane fuel cell (PEMFC) is recognized as 
a promising option of power supply for domestic, automobile and 
small electronic devices.  The high cost for the production of PEMFC 
is one of the obstacles preventing its implementation.  The fact that a 
plenty amount of platinum is needed for promoting the oxygen 
reduction reaction (ORR) is a serious problem.  Finding high 
performance electrocatalysts for ORR is an urgent issue.  We have 
shown that the carbons prepared in the presence of metal complexes 
in carbonization could give improved electrocatalytic activities. (1)

Black liquor is a biomass emitted from paper mills.  It is 
composed with lignin and alkaline metals.  The utilization of the 
material as energy source is now extensively studied in Japan.  We 
consider this can be a less expensive source of electrocatalyst 
carbons, if our carbonization technique, i.e. altering carbonization 
process by adding metal complexes, is effective even for this 
material 

In the present study, we investigated the possibility of the 
preparation of electrocatalyst carbon for ORR from black liquor by 
modifying its carbonization by cobalt phthalocyanine (CoPc).  We 
present the results how the introduction of CoPc affected the 
carbonization of black liquor and the electrocatalytic activity of the 
carbonized black liquors. 
 
Experimental 

Black liquor (C: 43.1% daf, ash: 55.1%) were treated with 6M 
HCl aqueous solution in order to remove the alkaline metal included 
in it as ash components.  The acid-washed sample is referred to as 
BL.  Cobalt phthalocyanine (CoPc) was added to BL by using a 
planetary ball mill (Fritsch, P-7, 800 rpm, 3 h).  This is called as 
CoPc-BL. 

Heat treatment was performed on BL and CoPc-BL, in a 
nitrogen stream up to a predetermined temperature (230-1000oC) at a 
rate of 10oCmin-1.   After reaching the temperature, the sample was 
kept at the temperature for 1 h.  The carbonization behavior was 
studied by using TG analyzer (TG-8120, Rigaku) and FTIR 
spectrometer (Avatar 360, Thermo Nicolet).  X-ray diffraction was 
also applied to the samples to study the crystallographic changes 
(RINT2100, Rigaku). 

ORR activity of the obtained samples was measured by rotating 
disk electrode method.  The prepared carbons were pasted on a glass-
like carbon disk electrode with 6 mm diameter by using Nafion as a 
binder.  Voltammograms were recorded by sweeping the electrode 
potential from the open circuit potential (OCP) to -0.1 V vs. Ag/AgCl 
in an O2-saturated 1M H2SO4 aqueous solution. 
 
Results and Discussion 

Carbonization Behaviors.  Table 1 shows the elemental 
composition of the acid-washed sample, BL.   

 
Table 1.  Elemental Composition of BL (in wt% ) 

 
TG-DTG diagrams are presented in Figure 1.  BL showed a 

maximum weight loss at 355oC and it gave 41% of carbonization 
yield at 1000oC.   CoPc-BL showed an additional weight loss at 
587oC and resulted in the yield of 45% at 1000oC.   
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Figure 1.  TG-DTG diagrams of black liquor (BL) and CoPc-doped 
BL (CoPc-BL). 

 
Figure 2 shows the FTIR spectra obtained for the samples heat 

treated at different temperatures.  BL included the following 
absorptions; aromatic δ(C-H) at <920 cm-1, ether ν(C-O) at 1050-
1250 cm-1, alkyl δ(C-H) at 1420-1460 cm-1, aromatic ν(C=C) at 1600 
cm-1, carbonyl or carboxyl ν(C=O) at 1720 cm-1. 

Decreases of ether and alkyl groups and of carbonyl and 
hydroxyl groups were found at >370oC and >550oC, respectively.  In 
the case of CoPc-BL, the developments of the band at 1600 cm-1 and 
3400 cm-1.  The former was considered to be a superposition of 
ν(C=C) and pyridinic skeleton vibrations, and it remained even after 
the heat treatment at 1000oC.  The latter was assigned to as ν(N-H), 
and it vanished at 1000oC.  The above observations suggested the 
incorporation of nitrogen atom into the carbon structure during 
carbonization. 
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Figure 2.  Changes in FTIR spectra of BL and CoPc-BL with heat 
treatment. 
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ORR Activity of the Carbonized Samples.  The samples heat 

treated above 600oC were subjected to the ORR activity tests.  The 
voltammogrames are presented in Figure 3.  Since ORR is the 
cathode reaction of PEMFC, the carbons that show reduction currents 
at higher potentials are catalytically active for ORR.  With the 
increase in the heat treatment temperature, the traces shifted to the 
higher potentials.  We represented the activity of a carbon by the 
potential, EO2, where the reduction current density of 10 µAcm-2 was 
obtained.  
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Figure 3.  Hydrodynamic voltammograms of BL and CoPc-BL for 
oxygen reduction reaction (ORR). 

 
 
The values of EO2 are listed in Table 2. Commonly CoPc-BLs 

showed higher EO2, when the BLs and the CoPc-BLs with the same 
heat treatment temperatures were compared.  We also found that the 
obtained the EO2 obtained for CoPc-BL1000 was higher than the 
carbons derived from the CoPc-poly(furfuryl alcohol) mixtures.(1)

 
Table 2.  ORR Activities of BLs and CoPc-BLs in Terms of 

EO2 (V vs. Ag/AgCl). 
HTT (oC) BL CoPc 

600 0.20 0.44 
700 0.20 0.56 

1000 0.40 0.58 
 

The surface areas of the 1000oC-treated BL and CoPc-BL 
showed similar values, i.e. 135 m2g-1 and 128 m2g-1, respectively.  
These results indicated that the ORR activity is not caused by the 
differences in the surface areas, but by the differences in the 
chemical natures of the carbons.  We are now conducting studies 
from the viewpoint of the crystallinity and the composition of the 
surfaces of the carbons. 

Conclusions 
We could show the possibility of black liquor as a starting 

material for the preparation of carbon materials for the 
electrocatalysts in PEMFC, if we properly control its preparation 
processes. 
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Introduction 

The methanol oxidation property of catalyst supported on 
the Nano-tunneled carbon nanofiber (CNF) was examined to 
improve the activity of Pt-Ru/CNF catalyst for the performance 
of the Direct Methanol Fuel Cell (DMFC). The effect of 
Nano-tunnel on the CNF was evaluated using a Cyclic 
Voltammetry (CV) method, SEM, TEM, and so on. The CNF 
was prepared from thermal CVD method using metal catalyst 
in our laboratory. Carbon nanofiber and their adequate 
modifications can afford various defined structures, surfaces, 
and nano-spaces for Pt-Ru metal particles. We developed a new 
material composed of carbon nanofibers which are highly 
porous and have a very narrow distribution of nanopores 
distributed radially within the fiber.  These new porous fibers 
contain very few micropores, which distinguishes them from 
other high surface area carbons. The present authors examined 
the Pt-Ru catalytic performances of defined parts of carbons, 
such as nano-pores, edge and basal planes, oxygen functional 
groups and Ru contents. Measurements of methanol oxidation 
property were carried out using 60 wt% Pt-Ru (1:1 mol/mol) 
supported on the Nano-tunneled CNF using 3-electrode half 
cell connected CV system. The anodic performance of catalyst 
supported on the Nano-tunneled CNF was compared to that of 
the commercial E-TEK catalyst. 
 
Experimental 

The carbon paper (Toray co., SHF-806B) was used in this 

experiment as the electrode diffusion layer and catalyst 

supporting material which was treated for giving the 

hydrophobicity as Teflon dispersion solution (Mitsui・Dupont 

Fluorochemical Inc., FEP120-J). The PtRu/CNFs catalyst was 

prepared after mixing the CNFs with distilled water, and added 

RuCl3･nH2O (Wako Co.) and H2PtCl6･６H20 (Wako Co.) with 

stirring. The slurry was reducted using 0.5M NaBH4. and the 

filtering, washing and drying were subsequently done. The 

catalyst slurry was prepared through the mixing with 20 wt％ of 

Nafion solution (Wako Co, 5% Nafion dispersion solution) 

compared to Pt weight and catalyst. The slurry was brushed on 

the carbon paper. The weight of Pt-Ru/C catalyst was controlled 

to 2±0.5mg and subsequently dried at room temperature for 12hr. 

The Cyclic Voltammogram was measured at the room 

temperature for the scan speed of 20mV/sec using an equipment 

of Hokudo Denko Inc., HZ-3000. 

 
Results and Discussion 

Figure 1 show SEM and TEM photographs of as-prepared 
herringbone CNF, and those of the Nano-tunneled CNF were 
shown in figure 2. The porous surface was observed in the 
SEM photograph and the nano-pore perpendicular to the fiber 
axis was also observed in the TEM photograph of figure 2. 

 

Figure 1. SEM and TEM photographs of as-prepared 
herringbone CNF. 
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Figure 2. SEM and TEM photographs of Nano-tunneled 
herringbone CNF. 
 
Figure 3 shows the pore size distribution from the BET method. 
The average diameter was calculated to be 3-4 nm. 
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Figure 3. The pore size distribution from the BET method. 

Figure 4 shows the cyclic voltammograms of catalysts 
supported on the as-prepared and nano-tunneled CNFs 
compared to the E-TEK catalyst. The methanol oxidation 
properties of H-CNF and E-TEK catalysts showed almost the 
same about 120mA. However, it was improved in the PtRu 
60w%/CNF catalyst supported on the nano-tunneled CNF to be 
280 mA. 
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Figure 4. Cyclic voltammograms of PtRu 60 wt% catalysts 
supported on the as-prepared and nano-tunneled CNFs 
compared to the E-TEK catalyst. 
 
 Figure 5 show the methanol oxidation properties of various 
contents of PtRu catalysts supported on the nano-tunneled CNF 
and E-TEK catalysts. 
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Figure 5. Methanol oxidation properties of PtRu catalysts 
supported on the nano-tunneled CNF and E-TEK catalysts. 
 
Figure 6 show TEM photographs of PtRu 60 wt% catalyst 
supported on the nano-tunneled CNF. We concluded that the 
improvement of the methanol oxidation capability should be 
from the increase of the effective surface area of supporting 
material, contact among the catalyst, proton conducting 
material and methanol, and decrease of the internal resistance 
from the micropore. 
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Figure 6. TEM photographs of PtRu 60wt% catalyst supported 
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Introduction 
Unique electrical and electronic properties, high mechanical 

strength and wide electrochemical stability window makes carbon 
nanotubes a promising carbon support for the development of fuel 
cell electrodes1,2. A membrane electrode assembly (MEA) for the 
H2/O2 fuel cells has now been fabricated using single walled carbon 
nanotubes (SWCNT). Electrophoretic deposition technique3,4 has 
been employed to obtain 3-D assembly of single wall carbon 
nanotubes as thin film on electrode surfaces.  Under the influence of 
a dc electric field (80 V/cm) the SWCNTs become asymmetrically 
charged and get deposited on the electrode surface (carbon paper or 
carbon cloth).  The same method is extended to deposit commercial 
platinum black on the SWCNT films and develop catalytically active 
electrodes.    

The paper will focus on electrophoretic deposition of the 
SWCNT on the electrode surface, surface characterization of the 
nanotube assemblies and their electrocatalytic performance for 
reductive and oxidative processes.  The Pt modified SWCNT 
electrodes have been evaluated for methanol oxidation, hydrogen 
evolution and oxygen reduction reactions.   

Figure 1 shows the Tafel plots for the hydrogen evolution 
reactions at SWCNT/Pt electrode and Carbon Black/Pt electrode.  
Depending upon the overpotential window regime, a Tafel slope 
between 30 and 130 mV /decade was obtained for the hydrogen 
evolution reaction for the Carbon Black/Pt electrode and a platinum 
black electrode. For all three electrodes, we obtain similar values 
between 25 and 33 mV/decade, indicating that similar mechanisms 
are operating on all three electrodes in the lower potential regime. At 
higher overpotential regime we see a difference on Tafel slope values 
for SWCNT/Pt electrodes indicating a different mechanism is 
operative, in this region. The exchange current density for a 
SWCNT-Pt electrode (-log(I0/Acm-2)) is 1.84 when compared with 
that of commercial Pt black 3.20 and also comparison of the 
overpotential at a useful value of current density shows that the 
overpotential value for a SWCNT electrode is low and hence a better 
electrocatalyst.  In addition, we have also conducted electrochemical 
impedance spectroscopy (EIS) measurements. These experiments 
reveal a lower charge transfer reaction resistance (Rct) for SWCNT/Pt 
based electrodes compared with commercial black/Pt based 
electrodes for hydrogen evolution reaction.   
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Figure 1. Tafel polarization curves for the HER at (a) SWCNT/Pt 
electrode and (b) CB/Pt electrode in 1M H2SO4. The scan rate was 20 
mV/sec and the area of the electrode is 1.4 cm2. 
 
The electrophoretic deposition technique employed in the present 
study is simple and convenient to fabricate carbon fuel cell electrode 
assembly with Pt-modified single wall carbon nanotubes (SWCNT) 
catalyst loading.  The galvanostatic polarization of SWCNT/Pt based 
fuel cell is shown in Figure 2.  Details on the performance of 
hydrogen fuel cell will be discussed. 
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Figure 2. Galvanostatic polarization data of a MEA prepared by 
electrophoretic deposition of Pt black on varying amount of 
SWCNTs . Trace (a) corresponds to a loading of 0.25, (b) 0.7 and (c) 
1 mg/cm2 of SWCNT. The loading of Pt on all electrodes was kept 
constant at 1mg/cm2. The electrolyte was Nafion 117 and the cell 
operating temperature was 25°C, electrode area 5 cm2 and anode 
back pressure of 15 psi. The digital photograph of the MEA that is 
used for the present study is shown adjacent to the polarization curve. 
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Introduction 

Direct methanol fuel cells (DMFCs) have recently attracted 
great attention for their potential as clean portable power sources. 
Since the compactness of DMFCs is important to their 
commercialization, high cell performance at low air feeding rates is 
desired to downsize the DMFCs. This usually requires a good 
cathode electrode which has enough gas-catalyst-electrolyte triple 
phase boundaries, high diffusion of O2 and low water flooding. One 
solution is to explore novel nanocarbon materials as supports for 
cathode catalysts. Recently, various nanocarbon materials have been 
found, such as C60, carbon nanotubes (CNTs) and carbon nanofibers 
(CNFs). Here CNTs are referred as the one with a tube like graphite 
sheet structure, while CNFs are those with flat graphite sheets, 
which, according to the orientation angel (θ ) between graphite 
closest-packing plane and fiber axis, can be further divided to ribbon-
type (θ =0º), platelet-type (θ =90º), and Herringbone-type (0º<θ
<90º), respectively. Previous studies indicate that CNTs supported 
cathode catalysts (Pt/CNT) [1~4] and CNF supported anode catalysts 
[5,6] may be good candidates for DMFCs catalysts. However, less 
has been studied on the cell performance at low air feeding rates. The 
possibility of CNFs as cathode catalyst supports and the origin of the 
nanocarbon effects are not clear.  

In this reports, the potential of carbon nanofibers as the cathode 
catalyst supports of DMFCs was explored to achieve a high DMFCs 
performance at low air feeding rates. Herringbone-type carbon 
nanofibers (HCNFs) were used owing to their geometric potential for 
high density metal supporting.  
 
Experimental 

Polycrystalline Herringbone CNFs were used. Their average 
diameter is of 300 nm, BET surface area is about 200 m2/g. 
Supported catalysts (Pt/HCNF) were synthesized with precipitaion 
method, where the supports was mixed with aqueous H2PtCl6 
solution and then titrated with aqueous NaOH solution. The resultant 
was dried and finally reduced at 200~900 ºC. According to the 
desired Pt supporting density (weight ratio of Pt/(Pt + Carbon)) 
process parameters were optimized to provide homogeneous fine Pt 
particles. For comparison, VulcanXC 72 carbon black supported 
catalyst (Pt/VulcanXC72) was also prepared with the same method.  

Composition analysis, powder X-ray diffraction (XRD), 
transmission electron microscopy (TEM) and rotating disk electrode 
cyclic voltammetry (CV) were performed to characterize the 
supported catalysts. Cathode electrodes (typical metal loading: 1.5 Pt 
mg/cm2) were prepared by mixing appropriate amounts of supported 
catalysts (supporting density: 50 wt. %), distilled water with 
NafionTM solution, and then printing the mixture (ink) on Toray 
carbon papers. Similarly, anode catalysts (PtRu/VulcanXC72) and 
anode electrodes (typical metal loading: 4 mg PtRu/cm2) were 
prepared and 10 cm2 membrane electrode assemblies (MEAs) were 
then fabricated by hot pressing the anode electrodes, cathode 
electrodes onto opposite faces of NafionTM 117 films.  

The voltage vs current density curves and the voltage at 150 
mA/cm2 of the above MEAs were measured in DMFCs at 70 ºC, with 
1M methanol aqueous solution fed into anode at a rate of 0.6 ml/min. 
and air into cathode at a rate of 50~500 ml/min. under near ambient 
pressure. The pore distribution of the cathode electrodes was 
determined using mercury porosimetry method.  
 
Results and Discussion 
 

 
 
Figure 1. Typical TEM photo of Pt/HCNF supported catalysts 
(supporting density: 50 wt.%). Scale length: 50nm. 

 
Figure 1 shows a typical TEM photo of the supported catalysts 

of Pt/HCNF. The supporting density is 50 wt.%. Homogeneous fine 
Pt particles were obtained, with an average diameter of 3 nm 
revealed by XRD and TEM analysis. This is quite different from the 
CNT supported catalysts [3], where many Pt particles with a 
diameter larger than 5 nm exist even though the supporting density is 
just about 15 wt.%. The answer may be found in Figure 2, a typical 
TEM photo showing the cross section of the Pt/HCNF. It is clear 
that, most of the Pt particles exist inside the fibers, different from the 
CNT supported one, for which Pt particles nearly stay on the CNT 
surface and special treatment is usually necessary for retain them on 
the surface. For the Herringbone fibers, probably, the edge opening 
among the graphite sheets and the boundaries among the different 
carbon grains supply a large amount of supporting sites for the Pt 
particles. It should be mentioned that agglomeration of the Pt 
particles was observed for the one with a supporting density 
exceeding 60 wt.%. 

 
Figure 2.  Typical TEM photo of the cross section of the Pt/HCNF 
supported catalysts (supporting density: 50 wt.%). Scale length: 
50nm. 
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Figure 3. Current density vs voltage curves of DMFCs.  
70 ºC, MeOH: 1M, 0.6 ml/min.; Air: 100 ml/min.. 
 

Figure 3 shows current density vs voltage curves of DMFCs 
using Pt/HCNF and Pt/VulcanXC72 as cathode catalysts (cathode 
catalyst loading: 1.5 mg/cm2). The HCNF one gives high 
performance than the Vulcan72 one, exhibiting about 25 mV higher 
voltage at 150 mA/cm2. The maximum power density of the HCNF 
one is about 94 mW/cm2, while the Vulcan one only shows 86 
mW/cm2. The performance increase may arise from improvement of 
(1) catalyst activity via catalysts-supports interaction or/and (2) mass 
transportation resulted from electrode structure modification.  

 

 
Figure 4. Air rate dependences of the cell voltage at 150 mA/cm2. 
 

Figure 4 shows the air rate dependences of the cell voltage at 
150 mA/cm2 of the above two kinds of DMFCs. At higher air feeding 
rates, the voltage gap between the two curves is small. This suggests 
that no obvious catalyst activity difference between the two kinds of 
supported catalysts, considering almost the same MEA resistivity of 
the two cells. However, as air rate decreases, the voltage gap 
becomes bigger. This indicates that the performance difference at 
low air rates, also as shown in the Figure 3, is caused mainly by the 
change of mass transportation rather than the catalyst activity or/and 
conductivity. Probably, in the catalyst layers using HCNF supported 
catalysts, the diffusion of O2 and/or H2O is easier, and thus can 
produce more triple phase boundaries of gas-catalyst-electrolyte and 
exhibit higher properties than the Vulcan one. This is also supported 
by our CV determination, where no obvious difference in O2 
reduction potential and current density was confirmed for the above 
two kinds of catalysts with diffusion effect carefully removed. 

The transportation of O2 and H2O through catalyst layer is 
mainly affected by the diffusion distance, pore distribution and 

wettability. Previously, Li et al attributed the higher performance in 
Pt/CNT PEMFC to the thinner catalyst layer of Pt/CNT electrode 
compared to a Vulcan black one [4]. However, in our experiments, 
the Pt/HCNF layer is thicker than the Pt/VulcanXC72 one. This 
implies that, neglecting the effects of wettability, the diffusion 
improvement should arise from the pore distribution. From the 
thickness and the load amounts of carbon and NafionTM, the porosity 
of the Pt/HCNF and Pt/VulcanXC72 layers could be roughly 
estimated as 70 vol.% and 35 vol.% respectively. This confirms a 
large amount of pores existing in the Pt/HCNF catalyst layers. Figure 
5 shows the pore distribution of the two kinds of catalyst layers. The 
Pt/HCNF one shows a strong broad peak around a pore diameter of 
about 600 nm, while the Pt/VulcanXC72 one possesses a weak sharp 
peak with a peak diameter of about 50 nm. It is likely that the higher 
porosity and such a pore structure caused the higher low air rate 
performance in the Pt/HCNF one, by improving the O2 diffusion 
and/or suppressing the water flooding in the cathode electrodes. 

 
Figure 5. Pore distribution of the electrode (1.5mg Pt/cm2). 
 
Conclusions 

Herringbone carbon nanofiber supported catalysts (Pt/HCNF) 
with high Pt supporting density of 40 wt.% and homogeneous fine Pt 
particles were synthesized. Higher DMFCs performance at low air 
feeding rates was obtained using Pt/HCNF as cathode catalysts than 
Pt/VulcanXC72. This can be mainly attributed to catalyst layer 
structure modification more than catalyst activity improvement. 
 
References 
1. Che Guanli, Brinda B. Lakshmi, Ellen R. Fisher & Charles R. 
Martin, Nature, 1998, 393, 346.  
2. Matsumoto, T.; Komatsu, T.; Nakano, H.; Arai, K.; Nagashima, 
Y.; Yoo, E.; Yamazaki, T.; Kijima, M.; Shimizu, H.; Takasawa, Y.; 
Nakamura, J.; Catalysis Today, 2004, 90(3-4), 277-281 
3. Chen, J.; Xu, C.; Mao, Z.; Chen, C.; Wei, B.; Ling, J.; Wu, D.; 
Science in China, series A; Mathematics, Physics, Astronomy, 2002, 
45(1), 82-86.    
4. Li, W.; Liang, C.; Qiu, J.; Zhou, W.; Han, H.; Wei, Z.; Sun, G.; 
Xin, Q.; Carbon, 2002, 40(5), 791-794. 
5. Bessel, C. A.; Laubernds, K.; Rodriguez, N. M.; Baker, R.T.K.; J. 
of Phys. Chem. B, 2001,105(6), 1115  
6. Steigerwalt, E.S.; Gregg, A.D.; Lukehart, C.M.; J. of Phys. Chem. 
B, 2002,106, 760. 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  40



ELECTROCHEMICAL PROPERTIES OF 
GRAPHITIZED CARBON NANO-BEADS 

 
Takeshi Abe, Wang Hongyu, Yasutoshi Iriyama, Zempachi Ogumi, 

and Kazuo Yoshikawa* 
 

Graduate School of Engineering, Kyoto University, Nishikyo-ku, 
Kyoto 615-8510, Japan 

* Fuji Research Laboratory, Tokai Carbon Co. Ltd., Oyama, 
Shizuoka 410-1431, Japan 

 
Introduction 
        Recently, our group has developed graphitized carbon nano-
beads (GCNB) as a promising anode material for lithium-ion 
batteries. In addition to the virtue of low and flat working voltage 
characteristic of common graphitized carbon anode materials, GNCB 
demonstrates superior tolerance towards propylene carbonate (PC)-
based electrolytes, even the solvent of sole PC. This advantage was 
tentatively attributed to its special onion-like texture, in which 
mainly the inert basal-plane surface exposes outside. Moreover, 
GNCB possesses high rate performance, which benefit might come 
from its small particle size. To shed more light on nano-carbon beads  
(NCB) as anode materials, we have carried out systematic studies on 
series of NCB samples. We found there are two vital factors could be 
tailored to control the physical and electrochemical properties of 
NCB, particle size and heating temperature. In this study, we will 
focus on the effect of heat treatment. 
 
Experimental 

Samples (radius, 100 nm - 200 nm, NCB28, 24, 20, 16) were 
prepared in Tokai Carbon. Each sample was mixed with the solution 
of PVDF/NMP(N-methyl pyrrolidinone) (KF#1120, Kureha) to make 
a slurry with suitable viscosity. The weight ratio of GNCB to PVDF 
was adjusted to 9:1. Then the slurry was spread onto a copper foil 
thinly and evenly to fabricate electrode. Let the electrode stand in the 
draft overnight to sublime most of the NMP solvent, and then 
vacuum dried at 80 °C for one day. The electrolytes used in the test 
contained 1M LiClO4/PC and 1M LiClO4/EC:DEC (1:1 by volume). 
 
Results and Discussion 

Figure 1 compares the cyclic voltammograms (CVs) of NCB 
samples in the electrolyte of 1M LiClO4-PC. All these CVs show 
quite satisfactory cycle performance since there is little decline of 
current against cycles. Specially in the case of highly graphitized 
sample NCB28, the big irreversible peak in the first cycle due to 
graphite exfoliation accompanied by drastic PC decomposition could 
hardly been observed. The rough trend is, the higher the heating 
temperature, the narrow distribution of redox peaks towards low 
potential. In the CV of NCB16, there are two couples of broad redox 
peaks could be identified in the low and high potential range, 
respectively. 

We have performed suite of impedance investigations on these 
samples at different open circuit voltage (OCV). For example, for 
NCB16 in 1M LiClO4/PC, at potentials lower than 1 V vs. Li/Li+, at 
least two arcs could be found in the spectra in the higher and lower 
frequency range, respectively. The former is ascribed to SEI film, 
whereas the latter to charge transfer across the interface between the 
electrode and the electrolyte. The charge-transfer resistance for NCB 
are compared and correlated with the rate performance in 
combination with the Li+ diffusivity in NCB. The detailed 
information will be present in the meeting. 
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Figure 1. Cyclic voltammograms of NCB samples in the electrolyte 
of 1M LiClO4-PC, scan rate: 0.1 mV/sec. 
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Introduction   

The primary process that dictates the operation of the fuel cell 
is the oxidation of the fuel, hydrogen or methanol at the anode and 
the reduction of oxygen at the cathode.  Both reactions require a 
precious metal catalyst usually platinum.  It is widely believed that 
size control of the metal catalyst will lead to higher surface areas and 
thereby enhance oxidation.  Synthesis of metal nanoparticles using a 
variety of methods has been widely reported in the literature1,2.  A 
number of groups, have shown that ultrasound irradiation of aqueous 
solutions containing noble metal salts produce the corresponding 
colloids of the noble metal.3   

We achieve optimum reduction of the hexachloroplatinate, 
when we use a 80:20 mixture of ethanol and water as the solvent.   
Figure 1 shows the absorption spectrum of a 10-3 M solution of 
hexachloroplatinic acid as a function of sonication time.  The 
absorption bands arising from the Pt (IV) disappears with increasing 
sonication time.  The sonication time is a function of the water 
content.  The fairly long sonication times that are required to achieve 
complete reduction of the Pt (IV) is due to the limited water content 
in the solution.  What remains is a featureless absorbance extending 
into the visible and is characteristic of colloidal platinum.  The 
solution is centrifuged (1000 rpm) at this point to isolate the small Pt 
particles that still remain in the suspension.  The Pt suspension of 2 
nm diameter particles is a pale yellow solution and was used for 
electrophoretic deposition.   This solution is stable up to a week, after 
this the solution gets progressively turbid as the colloidal particles 
begin to agglomerate and settle down.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Shows the absorption spectrum of a 10-3 M solution of 
hexachloroplatinic acid as a function of sonication time. Trace a-d 
corresponds to the sonication time in minutes. 

 

The high resolution TEM image of the sonochemically 
prepared colloidal solution is shown in Figure 2.  The image reveals 
well dispersed ultra-small particles of platinum.  A close up shown in 
Figure 2 reveals that the individual particles are ~2 nm in diameter. 
We can obtain films of nano-sized Pt colloids, on an electrode 
surface using an electrophoretic deposition method.  We have used 
these Pt electrodes subsequent as an anode catalyst in a H2/O2 fuel 
cell.   The fuel cell performance of nano-sized Pt based catalyst will 
be presented. 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
Figure 2. HRTEM image of a sonochemically synthesized colloidal 
Pt showing defined lattice fringes. 
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Introduction: 
 There has been great progress in the modeling of the 
combustion event. Kinetic models exist that can capture many 
of the hydrocarbons that are combusted in todays internal 
combustion engines. Modeling of the detailed oxidation of 
C10-C11 fuels are currently being used by researchers in 
advanced combustion investigations. Some of the oxidative 
mechanisms capture the formation of soot precursors up to 
several ring complexes. 
 However, the modeling community still lags behing 
advances in combustion schemes employed by engine 
manufacturers. Kinetic combustion models are rarely used on 
engine design teams who are optimizing combustion chambers 
for power and emissions. 
 As the world searches for cleaner sources of fuel for 
combustion, the need foe detailed kinetic models to assist in 
this search increases.In this paper an overview of the current 
conceptual model of diesel combustion is given. The current 
advances of kinetic modeling will be highlighted along with 
gaps. Potential methods to address these shortcomings will be 
discussed. 
 
Conceptual Model of Diesel Combustion 
 In direct-injection diesel engines, liquid fuel, injected at 
high pressure, penetrates into the in-cylinder gases and the fuel 
jet expands into a conical shape with a roughly uniform cone 
angle as the in-cylinder gases are entrained. The thermal 
energy provided by the entrained in-cylinder gas heats and 
vaporizes the liquid fuel, and at some downstream location, 
termed the “liquid length”, no liquid-phase fuel remains [1,2]. 
Momentum carriesthe vapor fuel downstream of the liquid 
length where it continues to entrain hot in-cylinder gases. First-
stage ignition reactions commence in this fuel-rich, 
hightemperature mixture of vapor fuel and entrained 
air.Excited chemical species formed during the first stage of 
ignition emit low levels of light (chemiluminescence), and this 
emission provides a spatial indicator of the reactions that lead 
to ignition [3]. After a short time (~1 ms), the reactions evolve 
into highly exothermic second stage ignition reactions, leading 
to the “premixed burn” phase of diesel combustion. A diffusion 
flame quickly forms on the periphery of this high temperature 
region, and grows upstream to surround the rich core of the 
diesel plume [3,4]. The upstream edge of the diffusion flame 
does not extend fully to the injector nozzle, but rather it 
remains some distance downstream of the nozzle. The distance 
from the nozzle orifice to the most upstream extent of the 
diffusion flame is termed the “lift-off length”[4]. 
 After the initial transient of the diesel ignition process but 
before the end of injection, the diesel plume enters a “quasi-steady” 
period, when the characteristic description of combustion does not 
change, as depicted in Fig. 1. During this quasi-steady period, in-
cylinder gases are entrained along the whole length of the 
combusting jet as it expands downstream. Downstream of the lift-off 
length, oxygen in the entrained gas is quickly consumed by the fast, 
high temperature reactions in the diffusion flame. As a result, 
downstream of the lift-off length, most of the oxygen is carried into 

the central region of the jet only in the form of the combustion 
products of the diffusion flame. Upstream of the lift-off length, 
however, unreacted oxygen is entrained into the jet, and mixes with 
the liquid spray and vaporized fuel as it is transported downstream. 
Based on observations from planar laser imaging experiments [4], it 
has been hypothesized that this hot (700-900 K), fuel-rich mixture is 
transported downstream of the liquid-phase fuel, where it reacts in a 
standing premixed combustion zone within the jet, as shown 
schematically in Fig. 1. These exothermic reactions in the standing 
premixed combustion zone raise the temperature of this fuel-rich 
mixture as the available fresh oxygen is consumed. The resulting 
fuel-rich product mixture (1300-1600 K) is ideal for formation and 
growth of soot, which occurs downstream of the standing premixed 
reaction zone, throughout the central region of the jet [4]. 
 

 
 
Figure 1. Conceptual Model of Diesel Combustion 
 
 Schematic of the quasi-steady state period according to the 
conceptual model of diesel combustion.  Currently, kinetic model do 
capture many of aspects of this conceptual model of diesel 
combustion. 
 
Westbrook’s n-heptane Model 
 This reaction mechanism is constructed based on the 
hierarchical nature of hydrocarbon-oxygen systems. It is built in a 
stepwise fashion starting with small hydrocarbons and progressing to 
larger ones. A semi-detailed kinetic scheme developed by Ranzi et al. 
[5] in which both the low and the high temperature reaction sub-
mechanisms are reduced to a lumped kinetic model involving a 
limited number of intermediate steps has been employed in this 
mechanism. [6] 
 The general features of Westbrook’s models are the importance 
of the initiation reactions, chain propagation reactions, chain 
branching reactions and chain termination reactions. Of particular 
interest, was how the thermal energy of the initial bond dissociation 
is stored and later released during the pre-mixed burn phase of diesel 
combustion. Westbrook’s model handles this by the formation 
of hydrogen peroxide by the reaction sequence below: 
 

M + H. + O2 = HO2
. + M  (1) 

RH + HO2
. = R. + H2O2  (2) 

H2O2 + M = OH. + OH. + M (3 
 
This is a clever means to allow for the complex kinetic feature of low 
temperature hydrocarbon oxidation to occur yet delays the 
introduction of hydroxyl radicals till a temperature of 1000K occurs. 
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This delay is accomplished by condition of bond dissociation of 
H2O2.  It can be observed that the onset of H2O2 build up is slower 
for the fuel containing ethanol than for the diesel fuel, which is 
consistent on the impact of ethanol on cetane. Also it is consistent 
with a plot of Time versus Temperature. These two plots demonstrate 
that Westbrook’s heptane oxidation model does simulate conditions 
of low temperature diesel combustion. 
 
Frenklach’s Soot Model 
 The model developed by the Frenklach group combines 
developments in gas-phase reactions, aromatic chemistry, soot-
particle coagulation and soot particle aggregation. In this 
investigation the gas phase reactions were not used. 
Kinetic studies with this model revealed [7] a dominant kinetic 
pattern of aromatic-ring growth, H-abstraction C2H2 addition 
(HACA). This reaction scheme is adopted for surface growth of soot 
particles, and the combined soot formation model reproduces such 
diverse soot characteristics as soot yield, sooting limits, and particle 
size . 
 The reaction steps comprising HACA has been subjected to 
theoretical scrutiny [8] and these efforts produced a mutually 
consistent set of reaction rate coefficients, thermodynamic data , and 
transport properties for PAH compounds. A data based kinetic 
model has been developed and shown to reproduce the concentration 
profiles of major, intermediate, and aromatic species from several 
studies of acetylene and ethylene flames. 
 The Frenklach model attempts to capture all of the cylclization 
reactions leading to formation of aromatic compounds in the 
complex array of species in the soot formation pathway. 
 The main radical recombination reactions for the formation of 
aromatic rings is shown below in reactions  
 
Heptane-Soot Model 
 A detailed kinetic model of soot formation, from the perspective 
of computer implementation, can be considered to consist of two 
principal components: gas-phase chemistry, which determines the 
flame structure, and soot particle dynamics, which describes the 
evolution of the particle ensemble. The correctness of the particle 
dynamics submodel relies, first of all, on the accuracy of the species 
profiles supplied by the gas-phase submodel, those that define the 
soot particle nucleation and surface growth rates.  
 The n-heptane mechanism was used for generation of the gas 
chemistry and the Frenklach soot model was used for the soot 
particle dynamics. The combination of these gave rise to a 
mechanism having 614 species and 2883 reactions. This was done on 
the premise that the heptane mechanism would cause the fuel 
pyrolysis leading to the formation of basic radicals, which would 
activate the soot build up mechanism. 
 The duplication, which arose from the combination, was 
avoided by eliminating the duplicate reactions from the soot 
mechanism. The reasoning behind this step was that the duplicate 
reactions were mostly those involving the gas-phase chemistry and 
since heptane was being used as the fuel, it would be reasonable to 
retain the gas-phase chemistry from the model causing the fuel 
breakdown. 
 
Gaps in the Oxidative Pathways 
 Dec et al [9] investigated the impact of heavier boiling 
components of diesel fuel on his conceptualization model and 
discovered a strong correlation between the T50 of the fuel and the 
in-cylinder liquid penetration. Figure 2 shows the results of this 
study. In this investigation a high sooting fuel BP 5080 was 

fractionated into three cuts: high, medium and low. The high cut had 
the longest in-cylinder liqyuid penetration.  
 

 
Figure 2.  Maximum liquid phase fuel penetration correlated with 
90% boiling point. 
 
 This work was done to look into a pyrolytic pathway postulated 
by Toyota Research. In there work, they also fractionated diesel fuel 
and discovered that the chromatogram of the heavier boiling fraction 
which were placed back into the diesel fuel was identical to the 
chromatogram of the soluble organic fraction of the particulates 
captured when the doped fuels were tested. 
 These two studies suggests that along with the oxidative 
pathway a pyrolytic pathway needs to be included into the kinetic 
models 
 Another gap is a detailed oxidation of the soot particle in the 
later stages of combustion. Even though Frenklach’s model has 
reversible pathways in his soot formation models, soot oxidation 
needs to be explored as the soot particle crosses the flame sheath and 
in the later stages of combustion when pockets of high hydroxyl 
radicals come into contact with soot particles. 
 
Promising Developments 
 A. Lutz and J Broadwell [10] have developed a Two-staged 
Lagrangian approach to introduce some basic fluid dynamic process 
into the fuel oxidation pathways. In this approach, an interactive two 
reator model is used such that falme chemistry can be introduced into 
the fuel model. The mixing rules were determined experimentally 
 A. Violi, G. A. Voth and A. F. Sarofim have developed a 
method of model soot precursors to soot particles using a 
combination of Kinetic Monte Carlo and Molecular Dynamics 
methodologies. They were able to model a soot particle formation 
while preserving the atomic scale structure with three-dimensional 
features. 
   W. Tsang at NIST has made great progress in delineating 
pyrolytic pathways in hydrocarbons. A combination of the oxidative 
and the pyrolytic pathways needs to be integrated to form a 
comprehensive model. 
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Introduction 

Combustion of fuels for energy production plays an enormous 
role in the United States economy and there are well-recognized 
benefits that would accrue from increased energy efficiency and 
pollution minimization.1 For these benefits to be realized, it is 
necessary to efficiently translate our underlying scientific 
understanding of combustion to technological development. The cost 
and time delays associated with purely empirical approaches make it 
essential to better develop the means to realistically simulate 
combustion processes for device design purposes. Such simulations 
entail combining Computational Fluid Dynamics (CFD) with detailed 
chemical kinetic models. While this is becoming an increasingly 
tractable problem there are a number of barriers that continue to 
retard progress in the field. The purpose of this paper is to provide an 
overview of some of the challenges, with an emphasis on what is 
needed to further develop chemical kinetic models.  

 
The Role of Simulations in Combustion Science.  

Combustion is a complex process controlled by a combination 
of chemistry (kinetics) and fluid dynamics (mixing). The complexity 
of the process means that optimum solutions that balance efficiency 
and pollutant production are beyond simple or intuitive analysis. 
Design goals are frequently directly competing. For example higher 
temperature conditions that reduce particulate formation (soot) lead 
to increased NOx, while lower temperatures that control NOx lead to 
increased particulates. The high dimensionality of these models, the 
nonlinearity of the underlying differential equations, and the 
multifaceted dependence on temperature and pressure mean that the 
only cost and time effective means of exploring the relevant phase 
space is through computer simulation. This is not a surprise. 
Computer-based simulations are at the heart of all modern device 
design methods. Such simulations have been used for years with 
great success in, for example, aerodynamics and computer chip 
design. Indeed in these fields no one would seriously undertake the 
design of a new product without employing such tools.  

In the above two examples the simulations are of purely 
physical phenomena. The situation for combustion is more complex 
in that it involves both physical and chemical processes. This added 
complexity requires both more computing power and a greater degree 
of interdisciplinary knowledge. This added dimensionality has 
impeded progress in this field. Until recently the required computing 
power was simply not available. However, the latest generation of 
computational fluid dynamics (CFD) codes is able to incorporate a 
sufficient amount of chemistry to realistically simulate complex 
processes. The time is ripe for application of these methods to the 
design and optimization of real devices.  Specific examples include 
the use of additives, the design of nozzles, changing the geometric 
configuration of combustors, the effect of fuel composition, or a 
combination of these possibilities. In the absence of a simulation tool 
direct physical testing is the only alternative. This is extremely slow 
and expensive, making it effectively impossible to explore novel 
designs that could dramatically advance the field.   

 
Technical Challenges: Scientific Infrastructure Development. 

Simulations of real combustion devices span length scales 
ranging from atoms and molecules up to engines and turbines. The 
required disciplines include kinetics, thermodynamics, computational 
chemistry, fluid dynamics, mechanical design, and a host of 
mathematical methods. The facile exchange of data across these 
scientific domains and multiple length scales is a large barrier to 
progress in the area of combustion processes.   

A significant problem in describing the chemistry is that there 
currently exist no generally accepted standards for nomenclature, 
notation, and traceability of the information contained in the detailed 
chemical kinetic models used to describe combustion systems. Such 
standards are primary requirements needed to facilitate the 
comparison and improvement of models developed by different 
researchers. Historically, when reaction sets were small such 
limitations were relatively easy to overcome. However, as the 
amount of available information and complexity of models has 
grown from tens of reactions to thousands, it has become 
increasingly difficult to process the data in the absence of computer 
automation. This explosion of information continues to increase as 
the multi-channel nature of many combustion reactions is taken into 
account and computational chemistry methods lead to more detailed 
information about potential energy surfaces of reactions. 

Automated processing of the available data requires not only the 
development of information standards, but also the development of a 
wide variety of community tools. Such tools are needed to fill gaps in 
experimental data with adequate estimates, to generate and analyze 
large kinetic models,2,3 and then to reduce the large models to sizes 
acceptable to CFD codes. The latter step must of course be done 
without losing the decisive information needed for design purposes. 
The propagation of uncertainties in the input parameters to 
uncertainty in the predictions remains an often neglected area of key 
importance.4  

There are a number of efforts under development that address 
various aspects of the required infrastructure.5-7 While promising, 
many of these efforts are in the early stages and the support 
infrastructure is not yet well-developed. We at NIST believe that it is 
crucial that this development continue and become a collaborative, 
community-wide effort.  

 
Technical Challenges: Surrogate Fuels. 

Real liquid fuels such as gasoline, diesel, and aviation fuels are 
complex mixtures containing hundreds of compounds. These 
mixtures are specific cuts and blends from many different refinery 
streams and depend on the origin of the crude, the specific refinery, 
and other factors such as seasonal needs and additives. Nonetheless 
the hydrocarbon constituents of gasoline, diesel, and aviation fuels 
encompass the same set of compound classes, albeit in significantly 
different proportions.  

The idea of using surrogate fuels is that each chemical class can 
be adequately represented by a single or small number of model 
compounds. Various mixtures of these model compounds could then 
be matched to and used to mimic the chemical and physical 
properties of the real mixtures. An obvious advantage is that 
researchers could conduct experiments on highly reproducible 
standards. Equally important, a greatly reduced reaction set would be 
required to develop detailed chemical kinetic models.  

For example, the surrogate mixture(s) for diesel fuel will 
contain different relative amounts of the model compounds than the 
surrogates for gasoline or aviation fuel. It is further likely that a 
range of surrogate mixtures may be needed to accurately mimic any 
property of interest, e.g., the best surrogate to understand sooting 
may be different from that most useful to model ignition 
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characteristics. The key point is that the same chemical and kinetics 
properties databases will support modeling of all these mixtures. This 
approach thus leverages the research efforts across the community 
and supports the combustion simulation needs of all sectors of the 
transportation industry. 

At a recent workshop1 held at NIST there was general consensus 
that the surrogate approach is likely to be profitable and a tentative 
set of surrogate model compounds was identified. The ultimate 
validity of these suggestions will, of course, require significantly 
more testing and scientific review. 

 
Technical Challenges: Chemical Understanding. 

While the scientific understanding of combustion has advanced 
tremendously in the past several decades, there remain gaps in our 
understanding of the chemistry. Combustion remains an area where 
continuing basic research is needed to address the technological 
needs.  Although by no means a complete listing, a few of the more 
prominent issues are touched on below.    

Decomposition of large fuel molecules. One of the main initial 
steps in the combustion of a hydrocarbon fuel is abstraction of 
hydrogen, usually by OH radical, to form water and an unstable 
hydrocarbon radical intermediate. A difficulty in the treatment of real 
fuels has been our understanding of the subsequent breakdown of the 
radical intermediate. This intermediate may isomerize to a variety of 
other radicals or decompose in a unimolecular fashion. The 
information of ultimate utility is the product distribution, which is 
determined by this multi-channel competition. An additional 
complication is that the branching ratio is dependent on both 
temperature and pressure. The final situation is quite complex. Until 
recently there were a number of technical challenges to correctly 
treating such systems. However, with the development of programs 
such as NIST ChemRate10 it is now possible to rigorously treat multi-
channel pressure dependent reactions. This program enables one to 
extrapolate rate constants determined under one set of temperature 
and pressure conditions to all others. Although requiring some work, 
the analysis will lead to analytical rate expressions suitable for input 
into the combustion models and need only be done once.  

 Cool Flames. For ground-based transportation, the 
Homogenous Charged Compression Ignition (HCCI) engine is one of 
the more promising engine designs on the horizon. HCCI promises a 
significant increase in energy efficiency while reducing the formation 
of pollutants. A barrier to progress in this area is our ability to 
understand and control the ignition characteristics in the cool flame 
temperature regime. The chemistry involves the formation and 
subsequent reaction of many peroxy radical species. The nature of 
the radical isomerization reactions and the competition between 
isomerization and bimolecular reactions appears to play a dominant 
role in controlling the pressure and temperature behavior. This is a 
rich area that will require continued experiments as well as the 
application of computational chemistry methods to better understand 
the complex energy surfaces. 

Additives. An ongoing issue is the effect of additives on the 
chemistry of combustion and the ability of additives to limit the 
formation of soot and other pollutants. In general the behavior 
additives can be treated as an overlay to the base hydrocarbon 
chemistry. The details will obviously vary with the nature of the 
additive.  

Soot and Soot Precursors.  The formation and burnout of soot 
and soot precursors remains an area of very active research and 
development.8,9 These efforts are driven by regulatory concerns 
stemming from the health effects of particulates as well as 
unfavorable consequences related to tracking signatures of jet aircraft 
and deleterious effects of soot on turbine performance.  

In a detailed chemical kinetic sense, the tremendous complexity 
of soot particles means that it is realistic to envision the development 
of detailed kinetic models that enumerate all chemical species only 
for the early stages of soot formation. This may be sufficient for 
purposes of controlling soot formation in some instances. Additional 
models are needed, however, that propagate the growth processes up 
through larger particulates or consider the burnout of particulates. In 
such cases it is a practical necessity to use approaches that lump 
reactions and species. Such models are under development by 
various groups. In addition to continued development of the specific 
and lumped models, a better understanding of how to interface the 
two approaches is needed.     

 
Final Comments 

We have provided a brief overview of a number of barriers that 
need to be overcome to address the complexities associated with real 
transportation fuels. History makes it clear that dedicated researchers 
will overcome the individual scientific technical challenges to our 
understanding of combustion. There is less precedent for the multi-
disciplinary cooperation that is necessary to rapidly address the 
practical technological needs. At the heart of this uncertainty is the 
need for the creation of an organized standard infrastructure for the 
exchange of combustion related data. The recent efforts in this 
direction are promising and will hopefully begin to bear fruit in the 
near future. 
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Introduction 

Existing evaluated databases addressing combustion needs are 
not continually updated and, consequently, often do not reflect 
current accepted "best" values. The "Workshop on Combustion 
Simulation Databases for Real Transportation Fuels" identified a 
strong need for "critically evaluated" databases of thermochemical 
properties and elementary reaction rate coefficients to support 
detailed chemical kinetic models.1 A critically evaluated database 
would target important combustion species and reactions. For each 
species and reaction, a critically evaluated database would list 
"recommended" numbers found by identifying the best data along 
with the set of other values available in the literature, including those 
obtained from reviews, experimentally derived data, and quantum 
calculations, as well as estimated values. The existence of critically 
evaluated databases would greatly reduce the extensive effort 
required to trace and ascertain the quality and uncertainty of 
thermochemical and chemical kinetic data used in detailed chemical 
kinetic models for combustion applications.  

A compilation of complete and reduced chemical kinetics 
models used in combustion modeling applications is urgently needed. 
No database devoted to chemical kinetic models is readily available, 
nor is any organization known to be assembling such as database, 
although individual sites include collections of a number of models. 

Currently, no real standards for nomenclature, notation, and 
traceability exist. The absence of such standards and the absence of a 
central data repository prevents facile comparison of models 
developed by different researchers. These absences hamper efforts to 
determine why two models, for example, may predict the same 
results under one set of conditions, yet diverge as conditions change. 
Such comparisons are essential for identifying the absence of 
important elementary reactions and presence of inaccurate rate 
coefficients. Creation of a detailed chemical kinetic model database 
will benefit all combustion modelers ― and ultimately industry ― 
through rapid dissemination of improved models.  

The NIST “Real Fuels” Detailed Chemical Kinetic Combustion 
Model Database will provide the combustion community with an 
online centralized source for detailed chemical kinetic models, along 
with supporting data and relevant information. The database will 
accelerate research directed to model optimization by standardizing 
nomenclature, notation, traceability, and communication. This 
unified Web site is currently in its developmental stage, and NIST 
requests comments from the community to refine and improve its 
content, features, and capabilities.  
 
Related Efforts  

The NIST “Real Fuels” Detailed Chemical Kinetic Combustion 
Model Database is one of a set of tools under development 
throughout the kinetic modeling community that are directed at next-
generation predictive reaction modeling capabilities. For example, a 
software package at MIT called RIOT (Range Identification and 
Optimization Tool for Kinetic Modeling) has been developed to aid 
in kinetic model reduction tasks.2 Another software tool for reaction 
mechanism development and reduction is MECHMOD.3 PrIMe 

(Process Informatics Model) is an important community effort 
directed at creating a framework for community-wide development 
of predictive reaction models that are widely agreed upon, as well as 
a thermochemical, chemical kinetic, and validation/target data 
warehouse of information.4 Successfully applying such tools requires 
a computer infrastructure to facilitate their implementation and 
integration. The Collaboratory for Multi-Scale Chemical Science 
(CMCS), sponsored by the U.S. Department of Energy with 
participation by many scientists throughout the United States, is 
developing such a capability.5 The online “Real Fuels” Detailed 
Chemical Kinetic Combustion Model Database is intended to 
facilitate collaboration among the community and to be integrated 
into the developing infrastructure. 

 
Implementation Issues 

A number of problematic issues with regard to implementation 
must be addressed in establishing a database for detailed chemical 
models, along with supporting data and information. For example, in 
general, no real standards for nomenclature, notation, and traceability 
exist that are commonly and universally employed in detailed 
chemical kinetic models. The models and data to support the models 
are often in many places (published, unpublished, online) and are 
often in many different formats. At times, adequate documentation 
with regard to the thermochemical and chemical kinetic parameters 
used in the model, the “pedigree” of the data, and the range of 
conditions for which they are valid is lacking.   
 
Results and Discussion 

The NIST “Real Fuels” Detailed Chemical Kinetic Combustion 
Model Database Web site,6 which is currently under development, is 
contains a number of different sections.   

The Overview section provides information regarding the data 
contained within the site, the organization of the data, and a brief 
description of the history and relevance of the site. This section also 
provides links to related sites at NIST and elsewhere. The 
“Conventions Used” subsection provides a list of standard 
definitions, along with more detailed descriptions and examples, for 
chemical terminology relevant to aspects of this database. These 
definitions were adapted from a number of sources, including the 
IUPAC Compendium of Chemical Terminology (Gold Book)7. In the 
field of chemical kinetics (and other fields), many "disagreements" 
often occur simply because one person is using a loose colloquial 
definition of a term, while another is using a more precise, standard 
definition. This list provides ready access to standard definitions and 
gives examples relevant to information contained in the database.  

The Models section allows users to obtain (or provide) 
descriptive information about specific chemical kinetic combustion 
models and download (or upload) archival "flat file" listings of 
reaction sets. The goal is to have a number of well-documented 
annotated models, each of which can be perused with regard to 
similar or related reactions, references, and other relevant 
information. This section also includes a list of other models for 
many different systems that are available for archival purposes. The 
models systems are divided into general classes, (e.g., alkanes, 
aromatics, oxygenates, real fuels) and then further subdivided into 
individual systems (e.g., methane, butane, toluene, ethanol, dimethyl 
ether, JP-10).   

The Reactions section includes model reaction sets that can be 
perused with regard to similar or related reactions, references, and 
other relevant information. The user will be able to search for all 
reactions in a particular detailed chemical kinetic model, compare 
forward and reverse rate expressions for specific reactions, compare 
rate expressions for reaction classes in a particular model and for 
specific reactions between different models, and compare rate 
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expressions in a model with data contained in the NIST Chemical 
Kinetics Database.8 Each reaction will include links to information 
about molecular properties, thermochemical, and other data for any 
species in a reaction. Some of this information will be contained 
directly in this database, and other information is provided simply 
through links to other databases at NIST (such as the NIST 
Chemistry Webbook9) or elsewhere. Other features include 
identification of the data type for a particular rate expression and a 
link to a citation for a particular rate expression in the bibliographic 
portion of the database. An important feature is the classification of 
the reactions by reaction type (e.g., C-H abstraction by OH). This 
feature facilitates comparison (and error checking) of rate 
expressions that are (or should be) similar. 

The Species section allows users to browse and search species 
by type (e.g., normal alcohols, sec-alkenyl radical). For example, 
hydrocarbon-based systems are subdivided into acyclic aliphatics, 
cyclic aliphatics, and aromatics. They are then further subdivided 
into alkynes, alkenes, and alkanes, and then branched species. 
Oxidized hydrocarbons are subdivided into carboxylic acids, 
aldehydes, alcohols, etc. and then further subdivided based on other 
functionalities in the molecules. Another feature in this section is a 
simplified notation scheme for Polyaromatic Hydrocarbons (PAH’s) 
that enables searching for PAH’s by visually oriented structural 
patterns. In this section, a “species translator” is also provided for the 
ad hoc, pseudo-trivial, and often cryptical symbols commonly used 
to represent molecules in detailed chemical models.  

The Bibliographic section supports data contained elsewhere in 
the database and contains references pertaining to hydrocarbon 
combustion and relevant detailed chemical kinetic models, molecular 
and physical properties, thermochemical data, and chemical reaction 
rate data.  
 
Summary 

The NIST “Real Fuels” Detailed Chemical Kinetic Combustion 
Model Database, which is currently under construction, will provide 
the modeling community with a centralized source for detailed 
chemical kinetic models. In addition to the ability to simply 
download archival “flat file” listings of reaction sets (largely the 
current practice), the database will also provide more descriptive 
information about each model along with supporting data. An 
additional feature will be the ability to upload detailed models and 
supporting information, enabling efficient dissemination of improved 
models throughout the community. A particularly important 
emphasis of this database is the promotion of standards for 
nomenclature, notation, traceability, and communication in the 
modeling community. This database will accelerate research directed 
toward model optimization and the development of next-generation, 
robust, validated models for use in combustion and other 
applications.  

NIST requests comments from the community to refine and 
improve the content, features, and capabilities of the “Real Fuels” 
Detailed Chemical Kinetic Combustion Model Database.    
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Introduction.  

Carbon nanostructures today are the most intensively researched 
species in the context of molecular engineering on the nanometer 
scale, with the widest range of promising applications in materials 
science, molecular electronics, and molecular machinery. Elementary 
building blocks are all members of the third allotrope form of carbon, 
namely fullerene cages and carbon nanotubes. From these zero- and 
one-dimensional units it is hoped that two- and three-dimensional 
structures can be readily engineered with atomic precision to create 
any kind of desirable material or objects on the nanoscale, thereby 
extending the range of traditional chemistry to true molecular 
manufacturing. Fullerenes and carbon nanotubes are made by 
methods as diverse as carbon arc, laser evaporation, chemical vapor 
decomposition, and combustion of aromatic hydrocarbons. It is 
generally believed that self-assembly mechanisms1 will play a very 
important role besides more cumbersome positional assembly in the 
manufacturing processes of complex carbon nanostructures.2 
However, at present it remains unclear what the nature of these 
mechanisms are, and how one could apply them in practical 
applications. A deep, atomic level understanding of the behavior of 
carbon clusters at high temperatures is a vital prerequisite to 
formulate pathways controlling self-assembly processes required for 
molecular engineering and an imperative requirement for making 
carbon nanostructures integral part of industrial material sciences. 
For MD studies of fullerene formation and nanotube growth 
mechanism, reactive molecular mechanics force fields, such as the 
Reactive Empirical Bond Order (REBO) method,3 has typically been 
used. This kind of force field, different from standard force field 
methods, allows the breaking and formation of chemical bond by 
adopting More-type dissociative bond functions. However, the 
effects of π electron conjugation are completely neglected. Such an 
effect is essential for the description of π-conjugated system, since, 
as is well known, this effect determines the reactivity of conjugated 
hydrocarbons. The conjugation effect cannot be described by 
classical molecular mechanics force fields but requires quantum 
mechanics to predict accurate chemistry of aromatic carbon systems.  

First principle quantum mechanical methods are in general 
several orders (~106) of magnitude more expensive than force field 
methods. It is still almost impossible to run long time (>ps) 
simulations for systems containing tens and hundreds of carbon 
atoms. There are several semi-empirical methods, such as AM1 and 
PM3, that are often used in nanostructure simulations. However, we 
found in our comparative studies of stability of isomers of C28 
cluster, these methods give very poor correlation with the B3LYP 
density functional method with a correlation coefficient around 0.3.4 
We felt that even qualitative conclusions derived from these methods 
are not reliable. 

Meanwhile we paid attention to the density functional tight 
binding (DFTB) method developed by Frauenheim, Elstner and 
others.5 DFTB is an extended Hückel-type two-center approximation 

to density functional theory (DFT), using a minimum basis set in 
combination with atomic and diatomic potentials obtained from high 
level DFT calculations DFTB has been successfully used in the past 
to explain relative stabilities of fullerene isomers and aggregates.6 
We have compared the results of DFTB calculations for C28 with the 
B3LYP results, where the correlation coefficient of 0.75 was 
obtained,4 much better than the other semiempirical methods. The 
cost of DFTB is a few orders of magnitude (~103) more expensive 
than the molecular mechanics but is a few orders of magnitude (~103) 
less expensive than the DFT. Therefore this method is ideally suited 
for the dynamics of conjugated systems, and we decided to adopt the 
DFTB method for the simulation of the fullerene and carbon 
nanotube formation. Toward this end, we have made substantial 
efforts in improving the method, by introducing the analytical second 
derivative, writing a new code for Gaussian, refitting some 
parameters to improve the vibrational frequencies and adding 
parameters for various transition metals.  

In the present presentation, we will at first review our recent 
developments in the DFTB methods, codes and parameteriztion and 
then discuss applications to the fullerene formation mechanism as 
well as recent progress in the nanotube growth mechanism. 
 
Density Functional Tight Binding (DFTB) Method 

The SCC (self-consistent charge)-DFTB energy expression is 
given by 

E SCC− DFTB = ni ϕ i
ˆ H 0 ϕ i
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In Equation (2), Z K  is the charge and    is the position of the Kth 
nucleus, and 

r 
R K

Vxc  represents the exchange-correlation potential. The 
SCC-DFTB molecular orbitals ϕi  and induced charges ∆qA  in Eq. 
(1) are determined by solving a generalized SCC-DFTB eigenvalue 
problem given by 

HC= SCe, 3( ) 
where  denotes the matrix of expansion coefficients of the 
molecular orbitals (MO) in the basis of atomic orbitals (AO), 
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and  and H are the AO overlap matrix and the AO Hamiltonian 
matrix, respectively. S and  are given by 
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where M and N are the atoms on which the orbitals χ µ  and χν , 
respectively, are centered.  

We have recently implemented analytical geometrical second 
derivative and the numerical derivative of analytical gradient with 
respect to external electric field.7 The calculated vibrational 
frequencies and infrared and Raman intensities are in good 
agreement with experiment.8 Improvement in the functional fit of 
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diatomic repulsive parameters resulted in substantially better 
vibrational results with little change in geometry.9 Only a few 
transition metals were parameterized previously. We have recently 
determined and tested parameters for many first row transition metals 
with HCNOPS atoms.10 The results will be presented in the talk.  
 
DFTB Molecular Dynamics Simulation of Fullerene Formation 
from Small Carbon Fragments.  

The Role of π-Conjugation and Aromatic Stabilization. 
Previous molecular dynamics (MD) simulation of fullerene formation 
mechanism based on the REBO molecular mechanics potential 
showed that fullerene formation occurs on the order of nanoseconds, 
without occurrence of long carbon chains,11 which are believed to be 
major player in high temperature carbon chemistry due to their high 
entropy. On the contrary, carbon polyyne chains are frequently 
observed in DFTB-based quantum mechanical QM/MD calculations 
at high temperatures. For instance, we ran trajectories for open-ended 
achiral and chiral carbon nanotubes with various tube lengths at 
1000-5000 K.4,12 Besides Stone-Wales rearrangements, we find 
particularly that acetylenic “wobbling C2 units” and longer fragments 
up to C4 emerge frequently at the open ends, standing upright from 
the SWNT rims due to their sp-hybridization and making contact 
with defect structures (other wobbling C2 units or 10-membered 
macrocycles created from adjacent 5- and 7-membered rings) on the 
opposite site of the opening, leading eventually to rapid tube closure 
within typically 14 picoseconds. We noted that once a structural 
defect like C2 creation occurs, π-delocalization in that region of the 
opening is decreased, and more bonds are likely to break in its 
vicinity. At final stages of tube closure, [2+4] cycloaddition “zipper” 
type reactions occur when the opening size has been reduced and 
only consists of 12-membered. None of these reactions could be 
observed when similar trajectories were run using the REBO 
potential; instead, unreasonable transformation in the center parts of 
the tubes were observed which prolonged the tube closing processes 
substantially into the nano second regime. Obviously, quantum 
mechanical delocalization effects play a synergetic effect in carbon 
chemistry that cannot be accounted for without electronic structure 
calculations. 

The Role of Open Environment in QM/MD Simulations. 
Several mechanisms for the formation of fullerenes have been 
proposed in the literature, e.g. party line, fullerene road, pentagon 
road, etc. All of them are merely guesswork and share the assumption 
of an underlying principal of orderly growth by which fullerene 
molecules are systematically constructed. However, under 
experimental conditions of fullerene formation, a constant flow of 
carbon material can be expected, forcing initially formed carbon 
clusters constantly out of thermodynamic equilibrium. We model 
such an open environment by adding more C2 units to a trajectory 
when an equilibrium state is reached with no further apparent 
structural reorganization.13 Temperature is kept constant at 2000 K or 
3000 K using a scaling of velocities thermostat. It is found that the 
gradual addition of C2 is essential for the formation of a significantly 
curved carbon cluster, and three stages of fullerene growth can be 
identified under non-equilibrium conditions: nucleation of polycyclic 
structures from entangled carbon chains, growth by ring 
condensation of carbon chains attached to the hexagon and pentagon 
containing nucleus, and at final stages cage closure similar to the 
mechanisms observed for the transformation of open-ended carbon 
nanotubes to fullerenes (see Figure 1). Driving force behind the 
growth of the curved carbon sheet is increasing π-delocalization. 

The “Size-up” Approach. We call the previously described 
self-assembly of fullerenes from small carbon fragments the “size-
up” approach, and in dependence on initial carbon densities, 

different size and formation time domains of self-assembled 
fullerenes are observed.13 In Ref. 13 our QM/MD simulations led 
only to the formation of so-called “giant fullerenes”, namely C146, 
C184, and C208 by self-assembly from ensembles of C2 molecules. 
Starting at higher carbon densities reduced the size of resulting 
fullerenes down to C72.14 With the higher carbon density, long linear 
or branched carbon chains appearing at initial stages of the 
trajectories become more entangled, which is crucial for two reasons: 
a) formation of a nucleus of polycyclic structures, and b) formation 
of a 3D-scaffold along which ring-condensation growth can occur 
subsequently. According to these observations, carbon density can 
therefore be considered as a possible environmental factor that can 
possibly be optimized and tuned to achieve size-selective fullerene 
synthesis. Somewhat surprisingly, C60, the most important and 
abundant representative of fullerenes, was still not found in our 
simulations, and we therefore investigated the possibility of shrinking 
giant fullerenes under prolonged heating as described in the next 
section. 

35.20 ps19.98 ps 43.79 ps

4.55 ps1.06 ps0.00 ps

S3

W53
0.00 ps

0.04 ps 0.65 ps

8.66 ps 14.26 ps 22.26 ps

Figure 1. Snapshots for two successful trajectories for 
fullerene formation from C2 molecules using different carbon 
densities. The S3 trajectory13 starts at 0.09 g/cm-3 and leads 
to a C146 cage, W5314 starts at 0.20 g/cm-3 and leads to a C82
cage. 

The “Size-down” Approach. The five giant fullerene 
molecules obtained in the low-density “size-up” approach13 were 
subjected to prolonged heating at 3000 K, using only the fullerene 
cages plus carbon side chains directly attached to them.14 For these 
calculations, no periodic boundary conditions were applied. Due to 
the relative ease of which C2 units can be expelled from giant 
fullerene cages,15 we expected to observe significant cage shrinkage, 
and indeed, besides “fall-off” events associated with the attached side 
chains, “pop-out” events are observed on the order of 1 carbon atom 
per picosecond. Typically, the fullerene cages are observed to be 
shrinking by expelling C2 units after major cage deformations caused 
by excited vibrational modes. So far, we only studied trajectories up 
to about 40 ps, and “pop-out” events occurred only after 20 ps, 
therefore the appearance of C60 fullerene cages was not observed yet. 
 
DFTB Molecular Dynamics Simulation of Carbon Nanotube 
Growth.  

In the past, single-walled carbon nanotubes (SWNT) have been 
synthesized by various research groups mainly from pure carbon or 
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chemical vapor deposition of carbon-rich gases in the presence of a 
metal catalyst such as Fe, Co, Ni, Y, or Mo. Results vary in different 
experiments, even when same catalyst elements are used.16 Recently, 
SWNT have been synthesized without metal catalyst by laser-
annealing of amorphous SiC films.17 The exact mechanism of SWNT 
nucleation and growth at the atomic scale is still unclear, even though 
advances in time-resolved in situ high resolution transmission 
electron microscopy and its applications to SWNT growth have been 
reported. In earlier times, a “scooter model”18 was proposed where 
single catalytic metal atoms move around open ends of growing 
SWNTs, supposedly preventing the formation of tube closure by 
scooting around the edge. Yudasaka et al.19 suggested a “metal-
particle” model, in which droplets of carbon-containing catalytic 
metal were formed as a consequence of laser ablation and in the 
subsequent cooling stage the carbon atoms were separated out from 
the metal nuclei to form SWNTs. There are two possible scenarios to 
the “metal-particle” model: the “extrusion-root growth” and the “tip-
growth” model, depending on whether the metal nanoparticle moves 
with the tip of the growing tube, or remains on the substrate. All 
conceptual models share the notion that nanotube growth occurs at 
the metal/tube interface, and that the metal serves to saturate the 
dangling bonds of the growing nanotube edges. 

In order to verify these hypothetical models, several research 
groups have carried out atomic scale molecular dynamics 
simulations. Tight binding molecular dynamics20 and ab initio DFT 
studies21 have been carried out on small model tubes in the presence 
of single catalyst atoms. But metal nanoclusters are much more 
difficult to model and computationally very expensive, and therefore 
modified versions REBO force field is typically employed as 
underlying potential for the dynamics. For instance, Maruyama et 
al.22 made observations along both lines of “scooter” and “metal-
particle” models for systems consisting of randomly placed carbon 
and individual Ni metal atoms at 2500 K. Ding et al. studied Fe 
catalyzed nucleation and growth and investigated the role of the 
particle size for SWNT diameter distributions.23 However, as we 
have shown in our previous QM/MD studies on the capping 
mechanism of open-ended SWNTs4,12 and on the growth mechanism 
of fullerenes,13,14 the inclusion of full quantum chemical potential is 
important to describe essential features of carbon nanochemistry such 
as πdelocalization and aromaticity, and we demonstrated that REBO 
simulations predict even qualitatively inaccurate dynamics in terms 
of structures as well as time scale. DFTB-based QM/MD simulations 
is ideally suited for re-visiting the formation mechanisms of SWNTs, 
and we report results in the presence of Fe catalyst nanoclusters, 
using randomly oriented C2 molecules. We propagate these systems 
in a periodic boundary box under stepwise addition of more C2 
molecules similar to our fullerene formation trajectories. We include 
small metal clusters with varying sizes, and investigate the effect of 
various temperatures ranging from 1000 to 3000 K. Similar to the 
studies of fullerene formation mechanisms, the accuracy of the 
DFTB QM/MD simulations is checked by performing B3LYP/6-
31G(d) single-point energy calculations for randomly selected frames 
of the trajectory. In order to be able to do this accurately, the iron 
nanoclusters were computed themselves both at the SCC-DFTB and 
B3LYP/6-31G(d) level of theory. We also present results of QM/MD 
simulations based on controlled heating of SiC crystals in the 
absence of metal catalysts. A comparison between both approaches 
allows to shed light on the role of the catalyst nanoparticles for 
SWNT growth and nucleation at the atomic level. 
  
Conclusions  

The DFTB method, an extended Hückel-type method with two-
center approximation in which the parameters are fitted to ab initio 

DFT calculations, is a reasonable method for calculation of large 
molecular systems. It gives geometries and energies similar to the 
DFT results. Our recent extension of the method includes the 
analytical geometrical second derivatives and numerical derivatives 
of the analytical gradient with respect to external field. New 
parameters have been developed for transition metals. The DFTB 
method, although substantially more expensive than the MM force 
field, is orders of magnitude less expensive than ab initio DFT 
methods and is ideal suited for MD simulation of processes leading 
to the formation of fullerene and carbon nanotubes from small carbon 
fragments.  

The concept of “self-assembly” in fullerene formation emerges 
somewhat surprisingly but naturally as a consequence of our non-
equilibrium dynamics, and we found that fullerenes might in fact 
represent “frozen” dissipative dynamic carbon structures commonly 
found in non-linear dynamic systems, trapped by rapid cooling 
thanks to their kinetic stability. A “size-up” approach has been 
described by which fullerene molecules are formed from random 
ensembles of small carbon fragments in QM/MD simulations when 
periodically batches of C2 units are added. Depending on the density, 
different sizes and formation times are observed, but so far all 
trajectories lead to fullerene cages larger than C60. In a “size-down” 
approach, these giant fullerenes are exposed to prolonged heating at 
3000 K, and “pop-out” events are observed, consistent with 
experiment. Both approaches provide an explanation for the 
dominant appearance of thermodynamically stable C60 and the 
existence of larger fullerenes in experiment, and at this point it is 
impossible for us to provide a definitive answer as to which one of 
the both pathways or possibly both at the same time is actually 
followed. 

We have shown that DFTB QM/MD trajectories, although not 
representing statistical ensembles, are valid exploratory tools of 
investigations into the dynamics of carbon clusters at high 
temperature, capable of detecting key features in the formation 
mechanisms of carbon nanostructures.  
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Introduction 

Previous results from this group have shown the importance of 
using atomistic methods to characterize the growth of hydrocarbon 
molecules up to sizes of nanoparticles in flames.  In particular KMC 
and MD methodologies have been employed (AMPI code) to study 
relationships between structure and pathways, structure and 
properties, and structure and reactivity (accessibility) of 
nanostructures.1-2   

The use of atomistic simulations allows us to follow the 
transformations that occur during nanoparticle formation in 
combustion environments in a chemically specific way, providing 
information on both the final chemical structure and the configuration 
of the nanoparticles and young soot particles.  This approach 
provides a connection between the various time scales in the high 
molecular mass compound growth problem, together with an 
unprecedented opportunity for the understanding of the atomistic 
interactions, and underlying carbonaceous nanoparticle structures and 
growth.  The coupling between the KMC and MD modeling 
approaches provides a key to the multiple time-scales involved in the 
formation of nanoparticles, spanning pico- or nanoseconds for 
intramolecular processes that can occur for example on a particle 
surface to milliseconds for intermolecular reactions.  The capability 
of the AMPI code has been validated in different combustion 
conditions.  Nanoparticles have been characterized in terms of 
chemical structure/components and relationships between structure 
and pathways, structure and properties, and structure and reactivity 
population of active sites have been addressed.  In particular, 
computed properties of nanoparticles have been compared with 
experimental data in terms of H/C trends, particle morphology and 
depolarization ratio, and free radical concentration.   

In order to study nanoparticle interactions, their agglomeration 
and further growth to soot, a different approach needs to be used.  
The nanoparticle assemblies are influenced by large length and time 
scale motions, that extend to mesoscopic scales, i.e., hundreds of 
nanometers or more in length and one microsecond or more in time.  
These mesoscales do not fit into an atomistic MD simulation.  In 
addition, carbonaceous nanoparticles assembly will also cause 
significant structural and dynamical effects that will propagate 
upward in scale, both in length and in time.  To deal with this 
problem, a common solution is coarse graining the atomistic region.  
In essence, coarse graining introduces constraints among the atomic 
coordinates that reduce the number the degrees of freedom of the 
system.   

In this paper we report preliminary results obtained using MD for 
nanoparticles agglomeration that highlight the influence of particle 
morphology on clustering behaviors.  The results obtained using 
atomistic MD will be compared with those obtained coarse-graining 
the systems.  The reason for doing so is to identify a good method to 
run MD simulation on big systems and for long time. 
 
Method 

A new and unique approach for the coarse-graining allows the 
length and time scales of the simulations to be increased by a factor 

of 10 – 100.  The force-match method used in the present paper is 
described in detail in Ref. 33 The method is a variant of the force-
matching approach originally proposed by Ercolessi and Adams4 and 
can be applied if a force field depends linearly on the fitting 
parameters. In this case the problem of finding the best least-squares 
fit to configuration and force data can be accomplished through the 
solution of an overdetermined system of linear equations.  

In the “multi-scale coarse-graining” methodology (MCG) the 
effective forces between whole groups of atoms in the condensed 
phase molecular system are mapped into much simpler effective 
forces for coarse-grained “sites” on the molecules (or nanoparticles).  
These resulting forces are, in effect, the potential of mean forces 
between the coarse-grained sites (i.e., groupings of atoms).  As a 
result, the effective phase space of the system is significantly reduced 
in size, as are the number of costly long-ranged electrostatic 
calculations.  The method is based on a least squares algorithm 
which, when combined with simple empirical functional forms for 
the coarse-grained force field, yields an over-determined set of linear 
equations that can be solved repeatedly through singular-value 
decomposition and block averaged over a reasonably short fully 
atomistic MD trajectory (usually under 100 ps).  

In the multi-scale coarse-graining approach the CG parameters 
are instead developed “on the fly” from the actual atomistic-level 
forces coming from a relatively short full MD “pre-simulation.”  
Hence, the term “multi-scale” is used for the MCG method, meaning 
that changes at the atomistic level of the force field will 
systematically propagate upward via the FM algorithm to the CG 
representation of the system.   

The method can be applied to parameterize the classical force 
field if it is linearly dependent on the parameters, a property which 
can be achieved by using proper interpolation.   
 
Results and Discussion 

The AMPI code has been previously used to simulate the 
formation of nanoparticles in aromatic and aliphatic low-pressure 
laminar flames.  The results have shown that the aromatic growth 
process strongly depends on the specific local environment, which is 
characterized by several experimentally measured properties, such as 
temperature, concentration of hydrogen, polycyclic aromatic 
hydrocarbons (PAH), etc., and this work reveals in the influence of 
different environments on structural properties of the compounds 
formed.  In the case of aromatic fuels, polymerization reactions can 
occur early since aromatic compounds are in relatively large 
concentrations in the fuel, whereas in the case of aliphatic fuels such 
as acetylene, ethylene, or methane the first aromatic ring must be 
formed from fuel decomposition products by a sequence of 
elementary reactions and therefore the concentrations of aromatic 
soot precursors  are in lower concentrations than in the aromatic 
flames.  The structures formed in the aromatic flame shows a high 
degree of curvature, as a consequence of dehydrogenation reactions 
and ring closure leading to 5-membered rings, whereas the particle 
formed in an acetylene environment has less curvature than that 
produced in a benzene environment.   

These two environments have here been used to study 
nanoparticle agglomeration.  Figure 1 shows results from MD 
simulation in aromatic and aliphatic flames (left and right panel 
respectively).  In benzene flames, the round particles tend to cluster 
and they show a preferred orientation, that is back to back.  The 
sheet-like particles produced in the acetylene flame show a different 
behavior: some of them drift away from the ensemble, some do 
cluster in small agglomerates.  The clustering behavior for aliphatic 
particles is pretty different from the aromatic environment: the 
orientation is more edge to edge or stacking and the interacting 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  54



particles are tightly constrained.  Therefore, the agglomeration 
behavior of nanoparticles is influenced by their morphology.  And 
this information needs to be carried out to build a realistic model for 
soot formation.   

 
Figure 1. Nanoparticle agglomeration in an aromatic flame – left and 
in an aliphatic flame – right panel. 
 

As second part of this work, we coarse grained the system and 
built a potential to describe the interaction of CG centers.  In the   

 

Figure 2.  Comparison between RDF computed with the fully 
atomistic MD –red line- and the one obtained with CG MD –blu line. 
 
aromatic flame, we replaced the round particle with its center of mass  
(one site model) and ran MD simulations of the system. Figure 2 
shows the comparison between the radial distribution function (RDF) 
obtained with the fully atomistic MD and the one computed using the 
one-site model CG.  The results are virtually the same. 

For the aliphatic flames, we developed a three site model to 
represent the nanoparticles (See Figure 3).  Figure 4 shows the 
comparison between RDF computed with fully atomistic MD and the  

 
 
 
 
 
 
 
 
 

 

A

C

B

A

C

B

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
Figure 3.  The three site model for flat nanoparticles 
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Figure 4.  Comparison between RDF obtaine with fully MD and the 
CG MD with the three-site model. 

Conclusions 
Preliminary results have been reported for the agglomeration of 

nanoparticles using Molecular Dnamics.  The clustering behavior is 
highly dependent on the morphology of the nanoparticles.  Molecular 
Dynamics calculations of the coarse-grained systems show results in 
terms of RDF that agree very well with the fully atomistic 
calculations.  These results are very encouraging since allow us to 
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extend our calculations of MD to longer time scales and bigger length 
scales.  The knowledge of the structures of soot precursors, obtained 
with these atomistic methods can supply valuable guidance to the 
development of soot formation models. 

Acknowledgment.  This research is funded by the University of 
Utah Center for the Simulation of Accidental Fires and Explosions 
(C-SAFE), funded by the Department of Energy, Lawrence 
Livermore National Laboratory, under subcontract B341493, and by 
a National Science Foundation Nanoscale Interdisciplinary Research 
Team grant (EEC-0304433).   
 
References 
1 Violi A., Comb. Flame in press (2004). 
2 Violi A., Sarofim A.F., Voth G.A. Comb. Sci. Tech 175(5-6): 991 

(2004). 
3 Izvekov S., Parrinello M., Burnham C,J., Voth G.A., J. Chem. Phys 

120 (23): 10896 (2004). 
4 F. Ercolessi and J. Adams, Europhys. Lett. 26, 583 (1994). 
 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  56



USING COMPUTATIONAL METHODS TO GAIN 
INSIGHT INTO MERCURY CHEMISTRY IN FLUE 

GAS 
 

Jan Steckel 
 

National Energy Technology Laboratory, Pittsburgh, PA 15236 
and Parsons, South Park, PA 15236 

 
Introduction 

This work centers on using quantum chemical methods to 
characterize reactions of mercury of importance to the mercury 
removal program at NETL.  Mercury is a hazardous metal and is 
present in coal and at ppb concentrations in the flue gas of coal fired 
power plants.  Efforts are underway to devise cost-effective methods 
to remove mercury from flue gas.   

Calculations involving mercury are quite challenging, due to a 
host of reasons.  Mercury possesses 80 electrons, making the use of a 
pseudopotential practically mandatory except for diatomics or small 
models.  Relativistic effects cannot always be neglected in mercury 
chemistry, but thorough and accurate methods for fully relativistic 
calculations are not widely available, nor are these practical for large 
models.  For open shell systems or excited states, spin orbit coupling 
effects are likely to be significant.   

However, the need for accurate calculations and an increased 
understanding of mercury chemistry is quite urgent.  There are a 
large number of fundamental questions involving mercury chemistry 
that may be addressed using computational methods, albeit in a 
slightly approximate way at present.   

Mercury interacts with activated carbon and with coal, but very 
little is known about these important interactions.  Activated carbon 
is particularly important because it is already employed as a means 
for cleaning mercury out of the flue gas of power plants.  There are 
conditions under which activated carbon has been shown to perform 
very well.  However, operating conditions of power plants and the 
variety of coals used tend to make conditions widely variable in the 
flues of power plants.  If the interaction were better understood, it is 
possible that the performance of activated carbon could be controlled 
more effectively.  In this paper, we present results for the interaction 
of mercury with benzene, as a model interaction between mercury 
and activated carbon or coal.  Both coal and activated carbon have 
substantial graphitic portions.  

It is known that mercury interacts with metal surfaces of various 
types; the strong interaction of mercury with gold, for example, is 
used in certain types of mercury detection devices.  In addition, it has 
been noted that models based on homogeneous oxidation alone do 
not do a good job of describing the speciation and reaction kinetics of 
mercury oxidation in flue gas.  It is likely that heterogeneous 
oxidation is playing a role and metal surfaces may play a crucial 
role.1  Several surfaces can be identified as important either because 
they have been used in experimental studies or because they might be 
useful in industrial scale Hg-removal schemes.  Pd, Cu Ag and Au 
are among metals that might provide a catalytic surface for Hg 
oxidation.   
Ab initio calculations of Hg-benzene interactions 

Calculations of interactions between Hg and benzene have been 
carried out at MP2 and higher levels of theory.  Hg may interact with 
benzene in several fashions: the Mullikin outer pi (η6), a pi complex 
(η2), and the sigma complex (η1).  

1(Hg-benzene) Mullikin outer pi (η6) complex.  In the singlet 
ground state, benzene and Hg form a neutral complex in which Hg 
interacts with all six C atoms in the ring (Figure 1).  CCSD(T) 
calculations have been carried out using the large-core quasi-
relativistic pseudopotential of Küchle et al.2 and the basis set of 

Czuchaj et al3 with the addition of 3f and 2g functions.  The basis set 
used for the C and H atoms is Dunning’s valence triple zeta.4  These 
calculations have been carried out with the Molpro package.5  Higher 
angular momentum basis functions have been shown to be important 
for the accuracy of calculations of weak interactions involving 
mercury; for example in the mercury dimer.6  Another consequence 
of the weakness of this interaction is that basis set superposition error 
can be significant; in the current calculations the BSSE is estimated 
to be 0.05 eV.  The counterpoise corrected interaction energy is -0.15 
eV.  In the minimum energy configuration the Hg atom is positioned 
3.3 Å above the plane of the benzene ring.   

 
Figure 1.  The Mullikin outer pi (η6) complex pictured from the top 
(a) and from the side (b).   
 

2(Hg-benzene)+ cationic complex.  UMP2 calculations have 
been carried out on the cationic complex between Hg and benzene.  
In this case, the small core quasi-relativistic pseudopotential of 
Andrea et al., which is based on relativistic Dirac-Fock all-electron 
calculations, has been used.7  For these calculations we have made 
use of the double-zeta quality (7s7p6d2f)/[4s4p3d2f] correlation 
consistent basis set for Hg developed by Peterson.8  For the C and H 
atoms, the 6-311G(d) basis set was used.  The Gaussian 03 program 
has been used.9

In this cationic complex, the minimum energy structure is a pi-
bonded (η2) structure (Figure 2) with an interaction energy of –2.18 
eV.  A sigma-bonded (η1) transition state (Figure 3) lies only 0.3 eV 
above the ground state and a (η6) saddle point lies only 0.79 eV 
higher than the ground state.  The characterization of these stationary 
points has been determined via frequency calculations at the UMP2 
level.   

 
Figure 2.  The pi (η2) complex pictured from the top (a) and from the 
side (b).  The distance from the Hg atom to the two nearest C atoms 
is 2.50 Å. 

 
Figure 3.  The sigma (η1) complex pictured from the top (a) and 
from the side (b).  The distance from the Hg atom to the nearest C 
atom is 2.49 Å. 
 

3(Hg-Benzene) Pi (η2) complex.  UMP2 calculations have been 
carried out to characterize the pi complex of Hg with benzene in the 
triplet state with pseudopotential and basis sets as above.  This 
neutral complex is not stable in the ground state, but the triplet state 
appears to be stable.  Calculations on this state are ongoing, but 
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preliminary results indicate that the triplet state is bound by as much 
as -1.28 eV at the UMP2 level of theory.  This compares to the outer 
pi Mulliken complex for neutral 1(Hg-benzene), which is bound by 
only -0.34 eV at the MP2 level of theory, and to the pi complex for 
2(Hg-benzene)+, which is bound by -2.18 eV. The structure of the 
triplet state appears similar to that of the pi (η2) complex of the cation 
(Figure 2), except that the Hg-C distances are shortened (2.47 Å for 
the triplet as compared to 2.50 Å for the cation) while the C-C bond 
distance is lengthened (1.56 Å for the triplet as compared to 1.43 Å 
for the cation).  

The reason for the stability of this edge-bonded triplet state 
appears to be increased orbital overlap of the 6p orbital of Hg with 
the highest occupied pi orbital of benzene, that with a nodal plane 
perpendicular to the plane of the benzene ring.  Singlet Hg has no 
orbital with the correct symmetry to mix with this orbital. 

 
Density functional theory calculations of Hg on metal surfaces 

Density functional theory calculations are underway to describe 
the bonding of Hg to various metal surfaces, including Cu, Pd, Ag 
and Au.  Fully relativistic, all electron, density functional 
calculations have been carried for small models (~10 metal atoms) 
but these techniques are not widely available and not practical for 
modeling the binding energy of atoms or molecules to a metal 
surface at the present time.  Plane-wave density functional theoretical 
methods using pseudopotentials lack a description of spin-orbit and 
relativistic effects but have the advantages of being widely used and 
well tested. 

In order to validate the use of non-relativistic (Kohn-Sham) 
DFT, comparisons have been made for several interactions with 
results from scalar relativistic calculations (for the metal dimers) and 
experiment.  The results are shown in Figure 4.   

The all-electron scalar relativistic DFT calculations of Pershina 
et al,10 are presented in orange.  These binding energies are for the 
Hg-M dimer, where M=Cu, Pd, Ag or Au.  In this study, the 
relativistic local density approximation was used with non-self-
consistent non-local corrections via the relativistic forms of Becke’s 
exchange and Perdew’s correlation functionals as well as optimized 
extended basis sets. 11,12  

Binding energies for the Hg-M dimers calculated with non-
relativistic DFT are shown in blue.  These calculations also made use 
of the 1988 exchange functional of Becke and the gradient corrected 
correlation functional of Perdew, but in this case using the non-
relativistic forms.  Rather than calculating all electrons explicitly, 
these calculations made use of the effective core potentials and 
corresponding basis sets of Sevens et al, CEP-4G.13  Relativistic 
effects are reflected in these results to the extent that they are carried 
in the pseudopotentials, which were constructed to reproduce the 
valence electron orbital energies obtained from numerical solutions 
of the Dirac-Fock equations.  The basis sets are not large; for 
example the Hg basis is (8sp,5d)\[4sp,3d].   

The non-relativistic DFT results making use of the limited basis 
set and the CEP-4G effective core potential are within 0.16 eV of the 
more demanding fully relativistic DFT study of Pershina et al. for all 
the Hg-M dimers.  It can be seen from Figure 4 that the trend across 
the series of metals is consistent between the two methods.  These 
results suggest that non-relativistic DFT methods would be a 
worthwhile first step in the study of Hg binding to metal surfaces.   

The experimental binding energy of Hg to the metal surface is 
shown in green in Figure 4.  The four metals, from left to right, are 
Cu, Pd, Ag and Au and the binding energies are given in eV.  The 
binding energies for the dimers, is of course less than for the surface, 
which is to be expected.  More interesting, is that the trend for both 
DFT methods tracks so closely the trend observed experimentally for 
the Hg-metal surface binding energy.   

Finally, we have performed plane-wave DFT calculations of Hg 
adsorbed to the Au(111) surface.  The DFT calculations were 
performed with the Vienna ab initio simulation package (VASP)14,15 
and made use of the projector augmented wave (PAW) method of 
Blöchl.16,17  The plane-wave basis set included waves up to 280 eV. 
In calculations of bulk Au, the Perdew and Zunger parametrization18 
of the local exchange-correlation functional reproduced most closely 
the experimental values for cohesive energy, bulk modulus and 
lattice parameter, and therefore this exchange-correlation functional 
was used for the subsequent surface calculations.  A (√3 x 3) surface 
cell was employed, with 4 atomic layers, resulting in 24 Au atoms in 
the supercell model.   

As can be seen in Figure 4, the value for the adsorption of Hg 
on the Au surface is quite close to the experimentally determined 
value.  It remains to be seen if the calculated values for the other 
metals reproduce so well the experimental results.  

 

 
Figure 4.  DFT results for Hg-metal binding energies.  The orange 
line is the binding energy of the Hg–M dimer from scalar relativistic 
DFT calculations of Pershina et al,19 the blue line is the binding 
energy for the same dimers calculated with non-relativistic DFT, and 
the green line is the experimental binding energy of Hg to the metal 
surface.  The four metals, from left to right, are Cu, Pd, Ag and Au 
and the binding energies are given in eV 
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Introduction 

The use of activated carbon as a catalyst for selective partial 
oxidation of hydrogen sulfide (H2S) could be a preferred approach for 
the removal of H2S from gas streams.1 A key advantage of H2S 
selective oxidation is that the gas is cleaned and the sulfur recovered 
(as elemental sulfur, S) in a single step process. Formation of gaseous 
sulfur compounds, such as sulfur dioxide (SO2) and carbonyl sulfide 
(COS), is one of the main challenges. Experimental investigations 
showed that different activated carbons have different activity and 
selectivity (to S) for desulfurization of hydrogen-rich gas streams.2,3 
A series of activated carbons produced at ORNL displayed excellent 
catalytic activity and selectivity.4 As part of the effort to understand 
these differences and why ORNL carbons display exceptional 
catalytic performance, a comparative study was carried out using 
different gas streams. The results obtained for two typical samples are 
reported here, and the by-product formation is discussed.  
 
Experimental 

A commercial activated carbon, Centaur 20×50 (Calgon Carbon) 
and a typical laboratory-made activated carbon (sample W-5) were 
selected for this study. The precursor and procedures for synthesizing 
sample W-5 were the same as those reported earlier,3 except a longer 
hold time at the activation temperature was used. Nitrogen isotherms 
on the samples were measured at 77K using an AUTOSORB-1. 
Characteristic data derived from the isotherms and the ash content of 
the samples (determined by TGA) are listed in Table 1.  
 

Table 1. Properties of Activated Carbon Samples 
Sample Centaur W-5 

Particle size (mesh) 20×50 20×30 
BET surface area (m2/g) 815 1055 
Total pore volume (cm3/g) 0.40 0.52 
Micropore volume (cm3/g) 0.33 0.39 
Ash content (%) 4.78 2.62 

 
Catalytic experiments were conducted in a laboratory-scale, fix-

bed reactor system.3 The concentrations of the exhaust gases from the 
reactor were monitored by gas chromatography with a detection limit 
of 200 ppb for sulfur compounds. The experiments were conducted at 
150oC at atmospheric pressure with a space velocity of 3100 h-1 
(GHSV). The volume of carbon catalyst was approximately 10 cm3 
and the input concentration of H2S was 1000 ppm. Air was introduced 
through the inlet at an O2:H2S ratio of 2:1. Five gas streams with 
different components were used as carriers (Table 2). The water vapor 
contained in the reformate stream was produced by heating water 
injected by a syringe pump through the inlet tubing (stainless steel). 
Gas A was used as a comparison with the reformate, and gas B and 
gas C were chosen to explore the contribution of CO or CO2 to the 
formation of COS. 

 

Table 2. Gas compositions of the gas streams 
 Gas composition (vol%) 
Gas stream H2 H2O CO CO2 CH4
H2 99 - - - - 
Reformate 50 23 15 9 2 
Gas A 73 - 15 9 2 
Gas B  80 - - 16 3 
Gas C 80 - 16 - 3 

 

 
Results and discussion 

The catalytic behavior of the Centaur sample was tested in all 
five gas streams. This catalyst showed a strong catalytic activity for 
H2S oxidation.2,5 During all tests, no emission of H2S was detected 
(after almost 20 hours) which indicated 100% conversion of H2S. The 
measured SO2 emissions at the reactor exit as a function of reaction 
time are shown in Figure 1. It is apparent from Figure 1 that the over-
oxidation of sulfur to SO2 in all dry gas streams started at about 2 
hours and that there was no significant difference in SO2 emission for 
these gas streams. For the reformate, however, the emission of SO2 
was observed after 5 hours, and at a lower concentration than the 
other gas streams. 
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Figure 1. Exit concentration of SO2 in the presence of the Centaur 
sample: ♦ in H2 stream, ▲in reformate, ∆ in gas A, ● in gas B, ○ in 
gas C.  
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Figure 2. Exit concentration of COS in the presence of the Centaur 
sample: ♦ in H2 stream, ▲in reformate, ∆ in gas A, ● in gas B, ○ in 
gas C.  
 

Figure 2 shows the COS emissions in the presence of the Centaur 
carbon. The emission of COS was detected immediately after the 
introduction of H2S and air when CO-containing gas streams 
(reformate, gas A, and gas C) were used. In contrast, only an amount 
close to the detection limit (200 ppb) of COS was measured for gas B 
after about 5 h. As shown in Figure 2, the level of COS emissions was 
about 25 ppm in the reformate, about 6 ppm in gas C, and about 5 
ppm in gas A. When the gas carrier was H2, no COS was detected. 

The conversion of H2S and the by-product emissions when 
carbon W-5 was used in the H2 stream, reformate and gas A are 
shown in Figures 3 and 4. No H2S, SO2 or COS was detected after 
more than 10 hours, indicating a combination of good activity and 
selectivity of this lab-produced carbon in different gas streams. In the 
case of reformate, sulfur compounds were measured earlier and at 
higher levels than in the other two gas streams. Concentration of H2S, 
SO2 and COS reached about 70, 60 and 12 ppm, respectively, after 25 
hours in the reformate, while only about 2 ppm H2S and 20 ppm SO2 
were measured after the same reaction period in H2 and gas A. In 
addition, after about 15 hours, about 5 ppm COS was measured in gas 
A and occasional traces of COS were detected in H2 after about 20 
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 Figure 3. Conversion of H2S and COS emissions in the presence of 
sample W-5: ♦◊ in H2 stream, ▲∆ in reformate, ●○ in gas A. 
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Figure 4. Exit concentration of SO2 in the presence of sample W-5: ♦ 
in H2 stream, ▲ in reformate, ● in gas A. 
 

It has been suggested that sulfur vapor is the source of SO2 and 
COS by reacting with surface bound O or CO via the reactions:2  

)2()(1

)1(2)(1
2

COSCOgSn

SOOgSn

n

n

→+

→+  

In all dry gas streams, reaction (1) may be the main pathway for SO2 
formation, even though the direct oxidation of H2S or COS to SO2 is 
possible at 150oC.6,7 Emission of SO2 was only detected after certain 
reaction times, which suggested that the vapor pressure of the sulfur 
product may reach a certain level only after filling of the smaller 
pores. The superior selectivity of the sample W-5 compared to the 
Centaur product may, then, be partially explained by the micro-
structure of W-5, i.e., a larger volume of small pores. Reaction (2) is 
responsible for COS formation, but other pathways are possible, such 
as a reverse reaction of COS hydrolysis and a reaction between S and 
surface oxygen complexes formed by chemisorption of O2 on carbon 
sites:  
     )3(222 OHCOSSHCO +↔+

                 

COSSnsurfaceCO

surfaceCOOsurfaceC

n →+

→+

1)(

)(2
1)(

*

*
2                      (4) 

Reaction (3) is responsible for the COS formation in the case of gas B, 
whereas reaction (4) is responsible for occasional COS emission in H2. 
As shown in Figures 2 and 3, the amount of COS formed by such 
pathways is very small in the dry gas carriers. In gas A and gas C, the 
reason for the appearance of a maximum COS emission at the 
beginning of the tests (Figure 2) is not clear. Almost the same trends 
in COS emissions were observed in the first 2 hours of reaction. This 
may be because reaction (2) is controlled by S vapor pressure in that 
period, whereas after it is shifted to the control region of CO partial 
pressure. This shift is coincident with the appearance of SO2 (Figure 
1), which supports the above speculation. 

In the reformate stream, emissions of SO2 and COS were 
different from those in gas A for both catalysts. This difference could 
be related to the supply of water va  th  

concentration of COS involved the contribution from reaction (3) 
occurring in the inlet tubing because COS hydrolysis is reversible and 
can be catalyzed by many substances and ions.8 A blank experiment 
in which the simulated reformate was flowed through an empty 
reactor (no catalyst) showed that both COS and SO2 were detected 
after the stainless steel inlet tubing. The reason why SO2 was only 
detected after certain reaction time in the presence of activated carbon, 
then, may be due to the reaction: 

)5(32 222 nSnOHSOSH +→+  

As sulfur accumulates, the catalyst was deactivated and SO2 was 
detected.     

The availability of sulfur vapor and reaction (5) may be a 
plausible argument accounting for the emissions of SO2 which appear 
after more than 15 hour reaction when sample W-5 was used in 
different gas streams. This is not, however, enough to explain why 
there is no COS emission after this sample was in the reformate 
stream for more than 10 hours. As discussed earlier, the formation of 
COS in the inlet tubing is a main contributor to the emission of COS 
in that case. The reason why there was no COS measured, then, may 
be due to the ability of the sample W-5 to catalyze the partial 
oxidation of COS via the reaction:9 

)6(1
2

1
22 nSnCOOCOS +→+  

Most likely, the carbon W-5 had the ability to catalyze reaction (6), 
but the Centaur product did not. Deactivation of carbon W-5 resulted 
in the loss of catalytic activity and subsequent emission of COS after 
certain reaction times. Of course, these arguments do not rule out 
other plausible explanations. 
 
Conclusions 

The comparative study using different gas mixtures on two 
activated carbons provided useful information about the formation of 
by-products and why the laboratory-made carbon had a better 
selectivity than the Centaur product. The microstructure of carbon W-
5 and its capacity to catalyze partial oxidation of COS are among the 
likely reasons which accounted for its unique performance.  
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Introduction 
One of the reasons for removal of hydrogen sulfide from air is 

increasing concerns about the acid rain pollution (1).  In the 
atmosphere H2S is easily oxidized to SO2 and SO3 which is followed 
by formation of H2SO4 when scavenging by rain droplets occurs.  
The precipitation of acid rain causes environmental damage in 
ecosystems (soil, water) and in infrastructure (detoriation of concrete 
and corrosion of steal).  The Acid Rain Program of Clean Air Act of 
1990 requires reduction and continuous monitoring of sulfur 
containing gases emission (2). 

One of the ways to efficiently remove hydrogen sulfide is its 
adsorption on activated carbons. The adsorbents, owing to their large 
surface area, high pore volume, and catalytic surface properties (3) 
are able to retain significant amount of hydrogen sulfide (4). Via 
various paths of surface reactions governed mainly by surface pH (5, 
6), the pollutant is oxidized either to elemental sulfur or sulfuric acid. 
When the former is desirable, sulfuric acid deposition may create 
problems of hazardous waste disposal when the recovery of the 
reaction products is not applied. Some carbons, as for instance 
Calgon’s Centaur®, are able to converts significant amount of H2S to 
H2SO4. Moreover, after this process the surface is regenerated just 
using simple water washing.  

Based on the results obtained in earlier work (7-9) the objective 
of this paper is to investigate the effect of almost nonporous 
carbonaceous phase on the performance of sewage sludge- waste 
paper based adsorbents. In spate of the fact that this carbonaceous 
phase is basic in its chemical nature, to check if addition of well-
dispersed H2S dissociation promoting catalyst can influence the 
performance, various amounts of calcium were added to the 
precursor before carbonization. The results are discussed in terms of 
the content of carbonaceous phase, the porosity and the presence of 
calcium.  
 
Experimental 
Materials 

Adsorbents were prepared from dewatered sludge (from Wards 
Island Water Pollution Control Plant, NYC DEP), waste paper and 
mixtures of both precursors and calcium hydroxide with following 
weight percentage of waste paper/dewatered sludge/calcium 
hydroxide:  22/72/6; 24.5/74.5/1, 45/45/5, 58/38/4, and 75/25/0. 
Waste paper was first ground to a fine powder then mixed with 
powdered dried sludge and homogenized using the small amount of 
water with an appropriate content of calcium hydroxide. Prepared 
pulp was extruded into 4 mm granules and dried. In all cases the 
pyrolysis was done in a horizontal furnace at nitrogen atmosphere 
with heating rate 10 deg/min. The final pyrolysis temperature was 
950 oC with holding time one hour. The composite adsorbents are 
referred to as C, which is followed by numbers representing an 
increasing ratio of the waste paper to sludge and percentage of 
calcium hydroxide added to the precursor mixture. The adsorbent 
obtained from dewatered sludge is referred to as CS and carbon 
obtained from waste paper – CC. The names of adsorbents, and their 
yields are collected in Table 1. 
 
 

 
Table 1. Names of Samples, Yields, Bulk Density and Ash 

Content 
Sample 
 

Composition Yield 
[%] 

Density 
[g/cm3] 

Ash Content  
[%] 

CS sludge 40 0.63 75 
CC Waste paper 22 0.19 31 
C-1Ca6 22/72/6 40 0.52 70 
C-2Ca1 24.5/74.5/1 30 0.59 65 
C-3Ca5 42.5/42.5/5 34 0.48 64 
C-4Ca4 58/38/4 33 0.34 60 
C-5 75/25/0 27 0.24 50 

 
Methods  

The dynamic tests were carried out at room temperature to 
evaluate the capacity of the adsorbents for H2S, removal (7-9) Moist 
air (relative humidity 80% at 25oC) containing 3000 ppm of H2S, 
CH3SH or SO2 was passed through a column with 6 ml of adsorbent 
at 500 ml/min. The outlet concentrations of gases were monitored 
with electrochemical sensors. The tests were stopped at the 
breakthrough concentrations of 350 ppm. The adsorption capacities 
of each carbon were calculated by integration of the area above the 
breakthrough curve (from the inlet concentration of gas, flow rate, 
breakthrough time), and carbon weight.  

Sorption of nitrogen was used to characterize the porosity of 
adsorbents. Nitrogen isotherms were measured using an ASAP 2010 
(Micromeritics) at -196 oC. Before experiments the samples were 
outgassed overnight at 120oC under the vacuum of 10-5 Torr to a 
constant pressure. The isotherms were used to calculate the total 
specific surface areas (St), micropore volumes (Vmic), total pore 
volumes (Vt), and pore size distributions using Density Functional 
Theory (DFT).  

pH of carbon surface for initial and exhausted samples was 
estimated by placing 0.4g of carbon powder in 20 ml of water. The 
suspension was equilibrated during night and then its pH was 
measured.  

In order to evaluate either the species present on the initial 
carbon surface or surface reaction products, thermal analysis was 
carried out using TA Instruments Thermal Analyzer. The instrument 
settings were: a heating rate of 10oC/min in a nitrogen atmosphere, 
100 ml/min flow rate.  

X-Ray Fluorescence analysis was applied to study the calcium 
content in the samples. The SPECTRO model 300T Benchtop 
Analyzer from ASOMA Instruments, Inc was used. The instrument 
has a titanium target X-ray tube and a high-resolution detector.  The 
samples were studied in a solid phase after grounding and sieving in 
order to use the matrices with similar physical properties 
 
Results and Discussion 

The yields of materials collected in Table 1 show the 
dependence on the content of waste paper (cellulose). More paper in 
the composition leads to smaller yield, which is in fact expected 
knowing the low efficiency of the cellulose carbonization in term of 
the mass of the final product.  Nevertheless, the yields of materials 
obtained in this research are much higher than those for sludge-
organic polymer mixtures where washing was a necessary step to 
remove the deposited metals and to develop the porosity (7).  

The density also decreases with an increase in the content of 
paper. This is related either to a decrease in the content of ash with 
increasing amount of waste paper (higher carbon content) or caused 
by an increase in the total porosity, which may have its origin in 
carbonaceous phase. This is going to be discussed later in this paper. 

The performance of materials as hydrogen sulfide adsorbents is 
presented in Table 2.  It is worth to mention that H2S removal 
capacity on of these materials is better than that on virgin activated 
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carbon (20 mg/cm3) and comparable to catalytic carbon Centaur® 
(60 mg/ cm3) and caustic impregnated carbons  (114 g/cm3) 
determined using standard ASTM test.  Also, taking into account 
their smaller density than that of the majority of coal derived 
activated carbon the capacity per unit mass is exceptionally high. 

  
Table 2. H2S Breakthrough Capacity Results 

Sample H2S brth. 
Cap.[mg/cm3] 

H2S brth. 
Cap.[mg/g] 

pHin pHE 

CS 72 115 10.6 9.6 
CC 17 90 12.6 12.2 
C-1Ca6 64 124 12 10.7 
C-2Ca1 50 85 11.5 10.9 
C-3Ca5 105 211 12.0 11.5 
C-4Ca4 120 351 12.0 11.2 
C-5 57 237 12.3 9.8 

 
It is interesting that there is only a slight increase in the capacity 

per unit volume with a noticeable increase in the content of calcium 
for two samples having similar sludge content, C-1 and C-2.  On the 
other hand, a increase in the content of waste paper with the calcium 
added resulted in a huge capacity, comparable to that on caustic 
impregnated activated carbons, for C-3C5 and C4-Ca4 samples with 
over 30 % of sulfur adsorbed on the surface of the C-4Ca4 sample. 
Since these two samples have similar addition of calcium, higher 
capacity of the C-4Ca4 is clearly linked to the higher content of 
carbon from waste paper. Nevertheless, when no calcium is added 
the capacity of the adsorbent is still over twice higher than that of 
virgin activated carbon and over 22 % of sulfur is deposited in its 
pore system. To interpret these finding, the detailed analysis of 
surface porosity and chemistry is needed.  

Calcium is added to our samples to compensate for smaller 
contents of the catalytic phase having its origin in a sewage sludge 
precursor (8-10). As shown elsewhere, CS contains 6 % of calcium 
oxide. Calcium provides basicity of the surface needed for efficient 
hydrogen sulfide dissociation and can react with H2S forming 
sulfides. When well dispersed, it contributes to the specific function 
of microreactors formed in the pore systems of catalysts where 
hydrogen sulfide is oxidized to elemental sulfur (10). The high 
capacity of C-5 sample suggests that basicity of the matrix without 
calcium catalyst might be sufficient for feasible H2S removal. The 
previous studied showed that the high capacity can be achieved with 
pH as high as 10 (5). 

It is important to mention here that adding waste paper to sludge 
does not necessary decrease the total content of active calcium in the 
adsorbents.  It is well known that calcium carbonate and minerals 
containing calcium are added to paper to improve its quantity and 
interactions with the ink.  In fact 30% of ash in CC sample must have 
its origin in the paper production process.  

The dependence of the H2S capacity on the intensity of calcium 
XRF peaks for samples containing total calcium originated form 
cellulose, sludge and that added as hydroxide to the precursor is 
presented in Figure 1. The results for CC and CS are not included 
due to the apparent differences in the physical features of the 
matrices. The linear trend clearly shows the importance of calcium 
containing components of the wastes to the process of desulfurization 
from the gas phase.  

The presence of calcium in the waste paper precursor is also 
reflected by the high pH of the CC carbon. All samples containing 
waste paper, either with calcium addition or without, have the pH 
greater than 12, which is even higher that that for the sewage sludge 
derived sample. That high pH enables dissociation of adsorbed H2S 
in the film of water and provides buffer capacity for the adsorbents 
for reaction with hydrogen sulfide. After H2S adsorption the 

materials are still basic which suggests formation of either salts or 
elemental sulfur. In fact, based on the adsorbent composition, two 
reaction products are expected. Sewage sludge component and 
addition of calcium oxide should contribute to formation of sulfur 
(8). Some calcium and metal oxides present in sludge will react with 
H2S forming sulfide and sulfates. The biggest decrease in the pH is 
found for the sample, which has the highest content of the 
carbonaceous phase, C-5 (69 % of carbon).  As described previously, 
the carbonaceous phase, when small micropores are present 
preferably oxidizes H2S to H2SO4 (4). Formation of small amount of 
sulfuric acid (depending on the porosity of carbonaceous phase) may 
contribute to 3 pH unit increase in the surface acidity. 
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Figure 1. Dependence of the H2S breakthrough capacity on the 
intensity of XRF calcium peak, 
 

Table 3. Structural Parameters of Adsorbents Studied
Sample SN2 

 [m2/g] 
Vmic
[cm

  
3/g] 

Vt  
[cm3/g] 

CC 66 0.017 0.128 
CCE 15.7 0 0.074 
CS 75 0.011 0.111 
CSE 20 0.0 0.088 
C-1Ca1 91 0.016 0.108 
C-1Ca1E 29 0 0.115 
C-2Ca6 108 0.024 0.112 
C-2Ca6E 20 0 0.085 
C-3Ca5 72 0.012 0.097 
C-3Ca5E 20 0. 0.077 
C-4Ca4 67 0.012 0.102 
C-4-Ca4E 14 0 0.052 
C-5 73 0.018 0.119 
C-5E 16 0 0.064 

 
Information about the changes in the porosity is provided in 

Table 3. At the first glance, the specific surface areas and volumes of 
pores are similar to those obtained from the pure precursors. These 
findings indicate that carbon phase does not contribute to the 
development of microporosity. The opposite was found to be true 
when adsorbents were obtained from the mixture of sludge with an 
organic polymer (7).  

 It is very interesting that for adsorbents with a small content of 
papers derived phase a significant, about 30%, increase in the surface 
area is observed. Moreover, the surface is higher when the content of 
calcium increases. The latter can be explained by contribution of 
calcium for development of porosity as a gasification catalyst. When 
the waste paper component of the precursor riches about 50 % the 
trend in the surface area follows the expected one for the physical  
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mixture of the components and its is independent on the addition of 
calcium. It is likely that the small content of carbon form waste paper 
(in fact, after recalculation of yields, it contributes to only about 15 
% of total mass of the  C-1 and C-2 adsorbents) is able to create a 
thin deposit between the bulky granules of sewage and on that 
interface additional pores exist for penetration by nitrogen molecules. 
Moreover, addition of calcium also contributes to development of 
porosity in the thin layer.  With higher content of waste paper, the 
aggregates of carbonaceous phase are bigger, their level of dispersion 
significantly decreases, calcium is not able to promote the 
gasification and the surface area is a summary of the surfaces of both 
coexisting, next to each other, phases. That carbon phase from waste 
paper is almost nonporous and can be considered as a char since no 
activation was used.  Its location results in a decrease in the bulk 
density of adsorbent with an increase in the content of waste paper. 
The presence of these bulky low density “inserts” between the 
sludge-derived phase can increase the accessibility of its catalytic 
phase for H2S oxidation. 

It is noteworthy that after H2S adsorption the volume of 
micropores disappears completely making the removal process even 
more efficient than in the case of sewage sludge based materials. 
since the pore volume here is utilized in 100 %. It is obvious that 
about 30% of sulfur cannot be stored in so small volume of 
micropores. Assuming the density of sulfur equal to 2 g/cm3 only 
about 10 % of total sulfur can be located there. Thus other pores, 
meso- and big macropores between the particles must be active in 
retaining the oxidation products. 
 

 
Figure 2.  Comparison of H2S breakthrough capacity predicted for 
physical mixtures of the components and measured. 
 

All the features listed above contribute to the measured 
exceptional H2S breakthrough capacity of our adsorbents. In order to 
see synergetic/catalytic effect of samples composition the  capacities 
expected for the physical mixtures of the components were 
calculated (without the contribution of calcium as H2S 
adsorbent/oxidant). They are plotted in Figure 2 in comparison with 
the measured values. Contrary to the trend found for development of 
porosity for adsorbents with low content of waste paper, regardless 
the amount of calcium, the measured capacities more or less match 
the expected ones. The difference arises for the samples with the 
content of waste paper in the precursor is about 50 % or higher.  
However the performance of adsorbents has been already link to the 
content of calcium  ( Figure 1)  based on the results present in Figure 
2, chemistry cannot be the only one governing factor. The C4-Ca4 

and C3-Ca5 samples have similar added content of calcium.  
Although the contribution of calcium from the waste paper derived 
phase is higher for the former sample than for the latter, that 
difference cannot account for such significant differences in H2S 
breakthrough capacity. The plausible explanation is that those bulky 
“inserts” of light density char mentioned above in the discussion of 
porosity enhance the capacity. Although they do not provide the high 
volume of micropores, inside them the space for sulfur deposition 
exist. They are in close contact with catalytic phase of sludge origin 
and this enable the migration of sulfur. Support for this is the very 
high capacity of the C-5 sample where no calcium was added. The 
apparent effect of lack of calcium and thus lower “buffer capacity” of 
the adsorbent is in the fact that a small fraction of hydrogen sulfide is 
oxidized to sulfuric acid.   
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Figure 3. DTG curves in nitrogen for selected samples. 

 
Some information about the speciation of H2S surface reaction 

products can be obtained from the analysis of the pH values and their 
changes after H2S adsorption. As indicated above, based on the 
values collected in Table 2 we expect mainly sulfur in the surface 
with some contribution of salts such as sulfides or sulfates and 
carbonates. Figure 3 shows DTG curves in nitrogen for the selected 
initial and exhausted samples. The peaks represent the removal of 
sulfur containing species and their surface areas reflect the weight 
loss at a certain temperature range. For all exhausted samples an 
increase in intensity of peaks located at temperature smaller than 200 
oC, between 200 and 400 oC and between 600 and 800 oC is 
observed. The first peak may represent the removal of adsorbed 
water and weakly adsorbed H2S or SO2 from oxidation of hydrogen 
sulfide. The second weight loss peak is likely linked to the removal 
of elemental sulfur (8). Its intensity increases with an increase in the 
performance of materials in the process of hydrogen sulfide removal. 
The lower temperature of that peak than that found previously for 
activated carbon (4) is related to deposition of sulfur in big pores, 
which are in large volume in these materials as shown from the 
analysis of pore size distributions. For the samples whose volume of 
micropores is the highest, the shoulder exists at about 400 oC, which 
represents removal of sulfur from very small pores. The large peak 
between 600 and 800 oC present for samples with cellulose and 
calcium is linked to decomposition of calcium sulfate (10) formed as 
a result of the reaction of sulfuric acid with calcium oxide. That peak 
is much smaller for sewage sludge derived sample. For the CC 
sample and its exhausted counterpart there is a sharp weight loss at 
400 oC. Lack of differences in intensity of that DTG peak for these 
two samples suggests its origin in dehydroxylation of clay, likely 
kaolinite, used as a paper filler . It is interesting that this peak is not 
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present for other samples containing waste paper. The reason can be 
in the solid state reactions of clay at high temperature in the presence 
of  various inorganic components of the sewage sludge.  
 
Conclusions 

The results described above demonstrate the importance of the 
composition and arrangement of inorganic/organic phases for the 
removal of hydrogen sulfide. By mixing sewage sludge and waste 
paper the exceptionally good adsorbents were obtained. Their 
capacity is comparable to those of the best activated carbons existing 
on the market.  The interesting finding is that however some 
microporosity is necessary  to increase the storage area for oxidation 
products, the carbonaceous phase  does not need to be highly 
microporous. Its is important that it provides  space for  deposition of 
sulfur  which is formed  on the inorganic phase catalyst. That space 
can be in meso and macropores as shown in the case of char derived 
from the waste paper. 

Acknowledgement. This research was supported by 
NYSERDA Grant # 7653. The contribution of Dr. A.  Bahryeyev and 
Ms. Anna Kleyman is appreciated. 
 
References 

(1) Manahan S.E. Environmental Chemistry, 6th ed.; CRC Press: 
Boca Raton, FL, 1994 

(2) http://www.epa.gov/air/caaac/dieselreview.pdf 
(3)  Bansal, R. C., Donnet, J. B., and Stoeckli, F. Active Carbon: 

:Marcel Dekker: New York, 1988. 
(4) Bandosz, T.J.; J. Colloid. Interface Sci., 2002,246,1 
(5) Adib .;, Bagreev A.; Bandosz T.J. J Coll Interface Sci 1999, 216, 

360.  
(6) Adib F.; Bagreev A.; Bandosz T.J.. Environ Sci Technol 2000, 

34(4), 686.  
(7) Ansari, A.; Bagreev A.; Bandosz T.J. Carbon, in press. 
(8) Bagreev A.; Bashkova S,; Locke D.C,; Bandosz T.J. Environ Sci 

Technol 2001, 35(7), 1537.  
(9) Bagreev A,; Bandosz T.J. Environ Sci Technol 2004, 38, 345.  
(10) Bagreev A,; Bandosz T.J.  Ind. Eng. Chem. Res., submitted. 
(11) Leon y Leon, C. A., and Radovic, L. R. In Chemistry and 

Physics of Carbon; P.A. Thrower, Ed.; M. Dekker: New York, 
1992; Vol. 24, pp. 213-310 

(12) Handbook of Chemistry and Physics; Weast RC, ED., 67th 
edition, CRC Press, Boca Roton, FL 1986. 

 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  65

http://www.epa.gov/air/caaac/dieselreview.pdf


ANTIBACTERIAL ABILITY OF ACTIVATED 
CARBON CONTAINING ZNO PARTICLES 

 
Osamu Yamamoto 

 
Research Institute of Materials and Resources, Faculty of 

Engineering and Resource Science, Akita University, 
1-1 Tegata Gakuen-machi, Akita 010-8502, Japan 

 
Introduction 

The occurrence of antibacterial activity by using ceramic 
powders, CaO MgO and ZnO, has been pointed out with much 
attention as a novel technique that can substitute for conventional 
ones using organic agents.  ZnO powders have been found to show a 
marked antibacterial activity without the presence of light (1).  The 
occurrence of the activity of ZnO has been assumed to be due to the 
generation of active oxygen, hydrogen peroxide, from its surface.  
However, it was known that the active oxygen contributed to the 
antibacterial activity weakens with lengthening the diffusion distance 
of active oxygen until it reaches bacteria.  Yamamoto et al. (2) 
reported that the large amount of bacteria absorbed on the surface of 
activated carbon.  Therefore, activated carbon containing ZnO 
particles may be a stronger antibacterial activity than ZnO itself, 
because of the short diffusion distance of active oxygen that reaches 
bacteria. 

In present work, spherical activated carbons containing ZnO 
particles were prepared through the carbonization of the resins ion-
exchanged by Zn ions.  The antibacterial activity of as-prepared 
carbon samples was evaluated. 
 
Experimental 

An ion-exchanged resin having carboxyl group as exchangeable 
function group was used a starting material, which was treated for 
24h by Zn complex solution.  The treated resin was carbonized for 10 
min in a nitrogen gas at the temperature ranging from 500 to 900℃, 
to prepare the activated carbons containing ZnO particles.  The 
carbon samples thus obtained were suspended with a physiological 
saline.  They were used in antibacterial tests.  The formation of ZnO 
in carbon samples was examined by XRD.  The amount of ZnO in 
the samples was determined by oxidizing at 1000℃ in air.  The 
specific surface area of the samples was estimated by analyzing the 
adsorption isotherms of nitrogen at -196℃. 

Escherichia coli (E. coli) and Staphylococcus aureus (S. aureus) 
were used as test bacteria.  These bacteria were cultured in brain heat 
infusion broth (BHI) at 37℃ for 24h.  The bacterial culture was 
suspended in a sterile physiological saline at a final concentration of 
102 CFU/cm3 (CFU: Colony Forming Unit).  The antibacterial 
activity of carbon samples was evaluated by measuring the changes 
in electrical conductivity with bacterial growth.  The conductivity 
changes were monitored during the incubation at 37℃  for 30h 
without the presence of light.  The hydrogen peroxide (H2O2) 
generated from carbon samples was measured by oxygen electrode.  
In the detail, the following reaction occurs; H2O2 + catalase → H2O 
+ 1/2O2.  The concentration of H2O2 generated can be calculated 
from the concentration of O2 detected by the oxygen electrode.  
 
Results and Discussion 

The diffraction peaks corresponding to ZnO of hexagonal type 
were detected in all carbon samples.  The ZnO content, the specific 
surface area and the pH value of carbon samples prepared in this 
work are summarized in Table 1.  The amount of ZnO in carbon 
samples when ion-exchanged resins were carbonized at 500℃ was 
about 65 mass%, and decreased with increasing carbonization 

temperature.  The mass loss of ZnO is assumed to be due to the 
vaporization of zinc during the carbonization.  The specific surface 
area of carbon samples increased with increasing carbonization 
temperature.  Nakagawa et al. (3) prepared the activated carbon by 
carbonizing the ion-exchange resin having different cations, such as 
zinc, nickel and copper ions.  They also clarified that the formation 
of micro pores in the carbons was due to the pillars that were formed 
in the molecular structure of an ion-exchanged resin, i.e., pillar effect.  
Therefore, the increase in the specific surface area is assumed to be 
due to the pillar effect. 
 

Table 1.  Characterization of activated carbon containing ZnO 
Carbonization 
temperature ZnO content Surface area pH 

(℃) (mass %) (m2/g) ( - ) 
500 65 201 5.7 
700 63 242 5.6 
900 52 523 5.6 

 
The comparison in antibacterial activity of three carbon samples 

carbonized at 500, 700 and 900℃  was performed, based on the 
results of the changes in electrical conductivity with bacterial growth 
(Fig. 1). In this figure, If the values of DT/DTcontrol are changed with 
a steep rise at the lower powder concentration, it ca be evaluated to 
show the stronger antibacterial activity.  Antibacterial activity was 
found to be a strong at higher powder concentration of carbon 
samples.  Also, the antibacterial activity of carbon samples decreased 
with increasing carbonization temperature.  The behavior in 
antibacterial activity toward E. coli was comparable with that toward 
S. aureus.  In the comparison of same powder concentration, 
however, the antibacterial activity of carbon samples toward E. coli 
was found to be weaker than that toward S. aureus. 
 
 

 
 
Figure 1. The comparison in antibacterial activity toward S. aureus 
and E. coli.  The symbols of circles, triangle and squares show the 
carbon samples carbonized at 500, 700 and 900℃. 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  66



 The concentration of H2O2 generated from carbon samples 
increased linearly with increasing powder concentration and 
decreasing carbonization temperature (Fig. 2). 
 
 

 
 
Figure 2. The changes in concentration of H2O2 with amount of 
carbon samples 
 
 

The following two factors may affect the antibacterial activity; 
that is, they are pH value in medium and H2O2 generated from ZnO.  
However, the pH values measured in this work, pH=5.6-5.7, 
generally do not affect the antibacterial activity (4).  By the oxygen 
electrode analysis, H2O2 was detected, which may contribute to the 
occurrence of antibacterial activity, because H2O2 is well known to 
be effective for the antibacterial activity.  Therefore, the increase in 
antibacterial activity is supposed to be due to the increase of ZnO 
content in carbon samples, i.e., the increase of the concentration of 
generated H2O2.  The reason that the carbon samples showed the 
stronger antibacterial activity toward S. aureus than that toward E. 
coli is assumed to be due to the difference of the sensitivity for H2O2. 
 
Conclusions 
        The specific surface area of activated carbon containing ZnO 
particles increased with increasing carbonization temperature and the 
amount of ZnO in activated carbon decreased.  From the comparison 
in antibacterial activity, it was found that the activity toward S. 
aureus was stronger than that toward E. coli.  The occurrence in 
antibacterial activity was assumed to be a H2O2 generated from ZnO 
particles in activated carbon. 
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Abstract 

Understanding the details of the interactions between mercury 
and flue gas components on the activated carbon surface is crucial to 
designing carbons with faster kinetics and greater capacities for 
mercury sorption in utility flue gas streams. A series of experiments 
were conducted with a thin bed of activated carbon in a flow-through 
reactor with synthetic flue gas compositions including elemental 
mercury. Since oxidation continues unimpeded after capacity 
breakthrough, the oxidation can be decoupled from the binding step 
for Hg(II) by measuring unreacted Hg0 and total Hg in the effluent 
from the bed. NO2 had a moderate effect on the kinetics, and HCl had 
a small effect. SO2 had very little effect. These data are consistent 
with the model presented earlier involving conversion of carbene 
basic sites to carbenium ions that can oxidize the Hg0. 
 
Introduction 

Over the last decade, the Energy & Environmental Research 
Center (EERC) has intensively investigated methods for control of 
mercury emissions from coal-burning power plants. Injection of fine-
powdered activated carbon into the hot flue gas stream of a utility 
power plant has been successful in removing a large portion of the 
mercury in the flue gas, even when the mercury is mainly elemental. 
But the amounts of carbon injected are still relatively large and, 
therefore, costly. High heterogeneous reaction rates of the gas-phase 
elemental mercury on the carbon sorbent surface may be needed to 
capture the mercury in the short contact time demanded when the 
sorbent is quickly removed from the gas stream, such as with an 
electrostatic precipitation of ash and carbon particulates. 
Understanding the details of the interactions between mercury and 
flue gas components on the activated carbon surface is crucial to 
design of carbons with faster kinetics and greater capacities.  

Pioneering studies were conducted at the EERC that provided 
needed information on the flue gas mercury interactions. These 
studies included a large factorial series of tests using powdered 
activated carbons that were conducted in a bench-scale system 
consisting of a thin fixed-bed reactor in gas streams (100° to 150°C) 
containing 11 to 15 µg/m3 of Hg0 in various simulated flue gas 
compositions consisting of acidic SO2, NO2, and HCl gases plus a 
base mixture of N2, O2, NO, CO2, and H2O (1, 2). As a result of these 
experiments and two series of tests where carbon samples were 
exposed to various flue gas compositions and analyzed by x-ray 
photoelectron spectroscopy (3, 4), a number facts emerged that were 
important to understanding the activating and poisoning effects 
exhibited by flue gas. Conclusions based on these facts are 
summarized as follows (5): 
(1) The sorption of Hg0 in flue gas is entirely chemisorption to form 

Hg(II).  
(2) Hg(II) competes for the basic binding sites on the carbon with 

other acids in flue gas and the  sulfuric acid formed  from SO2 
oxidation on the carbon. 

(3) The main poisoning effect on the carbon basic sites results from 
accumulation of sulfur(VI). 

(4) NO2 in the flue gas is the major oxidant for both Hg0 and SO2 
on the catalytic carbon surface. 

(5) H2O is also required for sulfur(VI) accumulation. 
(6) Most of the Hg emitted after breakthrough is (oxidized) Hg(II). 
(7) Previously bound Hg(II) is emitted after breakthrough. 

Based on these capacity data, an initial model was presented (5) 
that described the chemisorption of Hg0 in flue gas. Fact 6 is very 
important for at least two reasons. Although the binding sites cannot 
effectively bind Hg(II) at breakthrough, the oxidation reaction is 
unaffected, since nearly 100% oxidation occurs even after complete 
breakthrough. This fact argues against any explanation for loss of 
capacity based on pore plugging by species resulting from acid gases, 
since this would inhibit both reactions. This fact also shows that the 
binding and oxidation steps can be decoupled. The Hg(II) species 
that forms or is released after breakthrough is volatilized as HgCl2 or 
Hg(NO3)2 (6). 

A refinement of the binding site model was proposed (7) that 
offers more detail on the nature of the carbon site and its interaction 
with flue gases and Hg (Figure 1). This model uses the concept of 
zigzag carbene structures recently proposed for states at the edges of 
the carbon graphene layers (8) rather than oxygen functional groups 
suggested by other authors. In the carbene model, the zigzag carbon 
atom positioned between aromatic rings is hypothesized to be the 
Lewis base site. The zigzag Lewis basic carbene reacts with the 
Hg(II) species, as shown in Figure 1, to form an organomercury 
carbenium ion and also with HCl, H2SO4, and SO2 to form carbenium 
ions with associated chloride and sulfate that can combine to form 
the observed organochlorine and, possibly, also ester moieties. 

In tests conducted at relatively high HCl concentrations  
(50 ppm), the capture of mercury at the start was always very high 
(less than 5% of inlet concentration), but in very low HCl 
concentrations such as those obtained when low-Cl coals are burned 
(1 ppm), an initial breakthrough was observed at about 50%–60% of 
inlet (9), followed by an increase in capture efficiency to the  
5%–10% level. The higher HCl concentration thus eliminated this 
induction period where poor capture is obtained. It is clear that HCl 
is not an oxidizing reagent, since it already in the most reduced state. 
This is, therefore, a promotional effect of the HCl on the activity of 
the carbon in catalyzing the oxidation of mercury. A similar 
promotional effect of adding aqueous HCl to the sorbent was 
reported recently by Ghorishi et al. (10). As shown in Figure 1, the 
Hg0 is oxidized at the carbenium site. Thus oxidation and binding 
occur at different forms of the same carbon site (11). A primary 
oxidant (for example NO2) completes the cycle so that Hg(II) can be 
released from the site after breakthrough.   

 
 

 
Figure 1. Oxidation mechanism – carbenium ion oxidant 

 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  68



A series of experiments was conducted to determine the effects 
of acid gas components on the kinetics of oxidation of Hg0. These 
experiments use the effect described above that the oxidation of Hg 
continues long after the capacity of the carbon has been exceeded. 
Thus the oxidation is uncoupled from binding and can be studied 
independently of binding by measuring the concentration of Hg0 in 
the effluent from the carbon bed where the influent gas composition 
and temperature are varied.  
 
Experimental  

The experimental procedure used a thin bed of the sorbent 
placed in a synthetic mixture of flue gas compositions, exactly as 
described previously (1, 2). Total and elemental mercury were 
continuously analyzed by online detection. The initial breakthrough 
as well as the oxidation experiments were conducted with high acid 
gas conditions, except when components (HCl, SO2, and NO2) were 
turned off sequentially to determine effects on the oxidation. In Set 
A, the gases were turned off after breakthrough, and the spent carbon 
was stored overnight. All gases were turned on the next day to 
initiate the set of experiments. In Set B, the set of experiments was 
initiated immediately after breakthrough.   
 
Results 
Set A (Single gas omitted) 
Exp. 1. All gases on.  
Hg0 was at 0%. There was no increase of Hg0 with time, indicating 
that SO2 was not poisoning the oxidation sites. The total Hg was at 
100% of inlet. Thus all Hg was emitted as oxidized mercury, 
consistent with earlier observations. 
 
Exp. 2. HCl off. 
Hg0 increased slightly (to 2% of inlet) (µg/m3) indicating that the 
HCl is not a requirement for oxidation and has only a small 
promotion effect on the oxidation rate when all the sites are already 
acid-promoted. Total Hg decreased significantly over 45 min (to 
55%) (µg/m3) This indicates that there is less conversion of bound 
Hg(II) to volatile products when HCl is absent.   
 
Exp. 2A. HCl turned back on (original condition). 
Hg0 decreased to 1%. Since it did not return to 0%, it suggests that 
the oxidation became slightly poisoned. Total Hg jumped back up to 
150% then leveled at 100% (somewhat erratic). This indicates that 
HCl is available for conversion to volatile products, giving an initial 
spike of HgCl2 from Hg(II) that had been accumulating. 
 
Exp. 3. NO2 off. 
Hg0 increased significantly (up to 10% and leveled out), indicating 
that oxidation of Hg is less effective without NO2, but still occurs. 
Total Hg increased significantly, then came back down to 90%. 
Explanation is that less H2SO4 formed, so more HCl binds and frees 
Hg as HgCl2. Then the loss of H2SO4 by evaporation results in the 
capacity being not entirely filled. 
 
Exp. 3A. NO2 back on (original condition). 
Hg0 dropped back down to 2%, indicating effective oxidation 
returned. Total Hg was at about 100%. 
 
Exp. 4. SO2 off. 
Hg0 increased very slightly from 2.0% to 2.4% over 2.3 hr, indicating 
that SO2 has little effect on oxidation of Hg0. Total Hg increased 
significantly, then came back down to 90%, for the same reason as 
Exp. 3. 
 
 

Set B (one, two, and three gases omitted) 
Exp. 1. All gases on.  
Hg0 increased from 0% to 5% over 2 hr, then leveled out at 5%.   
 
Exp. 2. NO2 off. 
Hg0 increased from 5% to 12.5% and leveled out, consistent with the 
NO2 oxidation effect (Set A).  
 
Exp. 3. HCl and NO2 both off.   
Hg0 increased from 12.5% to 14.5% and leveled off. The effects of 
turning off these is exactly additive. Total Hg decreased to 50%, 
consistent with the decrease in emission seen in Set A when HCl was 
off.  
 
Exp. 4. HCl, NO2, and SO2 all off. 
Hg0 decreased to 11%, indicating a small negative effect on 
oxidation for SO2, but only with the HCl off. Total Hg decreased 
further to 30%, indicating some restoration of binding sites.  
 
Exp. 5. HCl turned on, NO2 and SO2 off. 
Hg0 stayed level at 11%, consistent with the small HCl oxidation 
effect when carbon is acid-promoted.  Total Hg increased to 80%, 
consistent with HCl liberation of bound Hg(II). 
 
Exp. 6. NO2 turned on, HCl on, SO2 still off.  
Hg0 dropped to 5% baseline, consistent with positive NO2 effect on 
oxidation and negligible SO2 effect on oxidation. 
 
Exp. 7. NO2 on, HCl turned off, SO2 off. 
Hg0 increased slightly to 5.5%, consistent with small rate increase for 
HCl. Total Hg decreased to 70%, consistent with HCl effect on 
volatilization of bound Hg(II).   
 
Conclusions 

By decoupling the oxidation of Hg0 from the binding of Hg(II) 
by using beds of spent sorbent that emit mostly Hg(II), we 
demonstrated that the effects of acid gases on the oxidation rate are 
in agreement with the oxidation-binding model. The flow throughout 
the experiments showed that SO2 exerts very little poisoning effect 
on oxidation. NO2 at 6 ppm is highly beneficial for the oxidation 
kinetics and, therefore, plays a major role in oxidation. HCl exhibits 
a much smaller effect. These experiments allow us to calculate space 
velocities for mercury oxidation. The oxidation rates were faster at 
higher temperatures, in contrast to the negative effects of temperature 
on capacity. The negative effect is, however, due to the increase in 
sulfur oxidation at higher temperature, which poisons the carbon 
more quickly. Further experiments with other gas components 
showed that oxygen and NO also are able to oxidize Hg0 on the 
carbon surface, but require much higher concentrations. 
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Introduction 

Diamond Like Carbon (DLC) or Boron or Nitrogen Doped 
Diamond (BDD or NDD) materials are extensively studied due to 
their large potential window in water solvent together with a relatively 
high surface reactivity. This makes them appropriate for a wide range 
of applications to electroanalytical chemistry or water treatment. 

However, several factors may affect this reactivity: mode of 
synthesis, pre-treatment, dopant content… In particular, different 
values of the apparent rate constant for fast outer-sphere 
electrochemical reactions have been measured on BDD (k0 ≤ 10-2 
cm.s-1) depending on the boron content [1-4]. Significant values 
(k0∼10-2 cm.s-1) have been also found for NDD [5]. For DLC 
materials like a-CNxHy or a-CNx similar values have been obtained: 
lower values (k0 ∼10-4 cm.s-1) for the former [6] and presumably 
higher ones for the latter [7] because the potential difference between 
the oxidation and reduction peaks was found around 70 mV, a value 
ascribable to a quasi-reversible system. These rate constant values 
strongly depend on the surface state of the materials and it has been 
early observed that pre-treatments, either electrochemical or by 
plasma, have a crucial influence [8-12]. 

Several investigations tried to correlate the electrochemical 
reactivity with the electrochemical, chemical or plasma-assisted pre-
treatments of the material surface and the nature of the terminations, –
O or –H, was invoked to explain the observed effects. Latto et al. [8] 
showed for the ferri-ferrocyanide couple that an oxidizing pre-
treatment on BDD films enhances the electron transfer rate. In most 
cases however, cathodic pre-treatments resulted in improved electron 
transfer [9-12]. Anodic pre-treatment is likely to form carbonyl or 
carboxyl groups which are nucleophilic and therefore slow down the 
electron transfer for outer-sphere redox reactions. Conversely, 
electrophilic terminations resulting from a cathodic pre-treatment 
favour the electron transfer rate. 

In this work, electrochemical techniques (Cyclic 
Voltammetry (CV), Electrochemical Impedance Spectroscopy (EIS), 
Scanning Electrochemical Microscopy (SECM)) and X-Ray 
Photoelectron Spectroscopy (XPS) were combined to characterize the 
surface state and the effect on the outer-sphere reaction (ferri-
ferrocyanide system) between as-prepared and cathodically pre-
treated a-CNx samples. 
 
Experimental 

Films synthesis. The a-CNx films were elaborated using a 
radiofrequency (13.56 MHz) magnetron sputtering technique of a 
graphite target by a plasma of argon diluted with nitrogen. This 
mixture plays the role of sputtering and reacting gas and its pressure 
was kept constant at 1 Pa. All other details can be found in [13]. An 
optimum of both the electrochemical reactivity for ferri-ferrocyanide 
system and bulk electrical conductivity was found for an atomic 
nitrogen percentage in the film of 13% corresponding to a partial 
pressure of nitrogen in the gas of 0.03 Pa [13]. This content was 

chosen here. The substrates were highly doped Si (100) wafers. The 
thickness of the deposited films was about 200 nm. 

Electrochemical characterization methods. The 
electrochemical reactivity was assessed using CV and EIS. A three-
electrode cell arrangement was used with a saturated calomel 
electrode (SCE) as reference electrode, a large area platinum mesh as 
counter electrode and the carbon film on Si wafer as working 
electrode. The electrolytes consisted of a H2SO4 solution for electrode 
activation, of a LiClO4 solution to determine the potential window and 
finally of a KCl solution containing an equimolar concentration of 
ferri-ferrocyanide species (10-2 M) to study the electrode reactivity. 
The temperature was maintained at 25°C. The electrolyte was 
quiescent. An AUTOLAB 30 (METROHM) interface was used for 
electrochemical measurements. 

The SECM apparatus allowing to check the surface 
reactivity in the micrometer range was a home-made device already 
described in [14]. The electrochemical tip was a 10 µm in diameter 
platinum microelectrode. 

The nitrogen amount at the film surface was evaluated by 
XPS. The analysis was performed using an ESCALAB 250i-XL 
apparatus equipped with a monochromated Al Kα X-ray source and a 
hemispherical analyzer. In this system, binding energy was referenced 
to the Au4f7/2 peak (at 83.8 eV). The C1s peak on Au was observed at 
285.0 eV. 

 
Results and Discussion 

The sample was tested first as-prepared and then after a 
cathodic treatment by cycling the potential between -1.5 and -0.5 
V/SCE for 10 minutes in 0.5 M H2SO4. The CV curves in the absence 
of redox couple confirm that this material provides a wide potential 
window (see Figure 1). In the presence of the redox couple (see figure 
2), the pre-treatment markedly increases the surface reactivity. It is 
noteworthy that the pre-treatment also improves the potential window 
which is increased by about 0.5 V with respect to the as-prepared 
sample. 
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Figure 1.  CV curves for the a-CNx sample in a 0.5M LiCLO4 
solution. (….), as-prepared sample; (), cathodically pre-treated 
sample. Scan rate : 50 mV/s. 
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Figure 2.  CV curves for the a-CNx sample in a 10-2 M Ferri-
ferrocyanide + 0.5M KCl solution. (….), as-prepared sample; (), 
cathodically pre-treated sample. Scan rate : 50 mV/s. 
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From EIS data, the apparent rate constant k0 was 
determined for the two types of samples. This parameter can be 
obtained by measuring the charge transfer resistance Rt which 
represents the electron transfer at the solution/a-CNx interface: 

 
k0 = RT/(F2ARtC) 

 
R is the molar gas constant (8.32 J.mol-1K-1), T the temperature (°K), 
F the Faraday constant (96485 Coulombs), A the electrode area 
(6x10-5 m2) and C the ferri-ferrocyanide concentration (10 mol.m-3). 
k0 increases from 2.9x10-4 cm/s for the as-prepared sample to 1.8x10-3 
cm/s for the pre-treated one. 

 
 

 
Figure 3.  SECM mapping of the local current density over the same 
samples as in figure 2. (a) as-prepared sample ; (b) cathodically pre-
treated sample. Electrolyte : 10-2M [Fe(CN)6]

3-, 0.5 M KCl. 
 
Simultaneous SECM measurements were carried out in the 

same interface conditions. The tip was always polarized at a potential 
corresponding to the reduction of ferricyanide (E = - 0.2 V/SCE). 
Conversely, the substrate was polarized at a potential corresponding 
to the oxidation of ferrocyanide. The system operated in the so-called 
positive feedback conditions. The approach curves at any point are 
well fitted and the adjustable parameter is the apparent standard rate 
constant k0 of the oxidation reaction ferro- to ferricyanide. The result 
is an image which contains the reaction rate as parameter and the 
surface can be mapped vs. local current and therefore vs. local 
reaction rate. The curves in figure 3a have been obtained for the as-
prepared sample and show that the reaction rate and therefore the 
reactivity is not uniform. After cathodic treatment, the reaction rate 
becomes perfectly uniform (see the figure 3b) and the overall 
variations do not exceed 2.5%. 

 
Table 1.  Superficial Atomic Contents in C and N elements and 
ratios of =N / Ntotal % and −N / Ntotal% for the as-prepared and 

cathodically pre-treated sample determined by XPS. 
 

a-CNx Sample C / 
at.% 

N / 
at.% 

=N / Ntotal% −N / Ntotal% 

As-prepared 87 13 42 58 

After cathodic 
pre-treatment 

91 9 54 46 

 
XPS measurements have been carried out to characterize 

the surface modifications associated with the cathodic treatment. It 
was showed by XPS [13] that the microstructure of a-CNx films is 
explained by the substitution of carbon atoms in the graphitic clusters 
by nitrogen atoms, which break the long-range order of the graphitic 
structure and promote the clustering of sp2 sites. The N-Csp3, N=Csp2 
and C=Csp2 bonds have been characterized vs. the increasing amount 
of nitrogen. It has thus been shown that the amount of N-Csp3 and 

N=Csp2 bonds increases while that of C=Csp2 bonds decrease, 
suggesting the dissociation of the C=Csp2 bonds and the 
recombination in N-Csp3 and N=Csp2 bonds. The main effect of 
nitrogen is thus to increase sp2 fraction and the clustering of sp2 
phase. The resulting structures were assumed to be mainly bonded at 
the edges of Csp2 graphitic clusters in planar position as well as in 
out-of-planar positions. The XPS spectra recorded before and after 
electrochemical treatment display two main results (see Table 1): The 
atomic surface contents of carbon and nitrogen are 87 and 13% 
respectively before treatment. After treatment, they become 
respectively 91 and 9%. When one looks more specifically how these 
changes have occurred, it appears that C-N bonds which were 
dominant for the as-prepared samples have decreased due to the 
electrochemical treatment. 
This brings another contribution to the fact that electron transfer 
occurs through the sp2 sites as already proposed for BDD for which it 
was shown that graphitic sites were the preferred sites for electron 
exchange. Due to the overall decrease of the atomic nitrogen content, 
it appears that there is no exchange between the two types of sites but 
rather a removal of the C-N bonds, possibly by reduction of those 
sites and NH3 evolution. 

 
Conclusion 

Combining the results of the different techniques, it can be 
inferred that before treatment the situation is rather that of a partition 
of the interface between active and insulating sites, the former being 
sp2 C=N sites and the latter sp3 C-N sites. Such a distribution of sites 
has been invoked in the case of BDD by Becker and Jüttner [4] who 
postulated that the centre parts of the microcrystalline domains were 
inactive, while the grain boundary domains full of graphitic zones 
behaved as active sites. 
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Introduction 
Ordered mesoporous carbons (OMCs) 1,2 are a new family of 

materials that are synthesized using ordered mesoporous silicas as 
templates.3,4 It should be noted here that mesopores are defined as 
pores of diameter from 2 to 50 nm. Due to their high surface area and 
large mesopore volume, these carbons are attractive as adsorbents for 
large, hydrophobic molecules, chromatographic packings, catalyst 
supports, and components of electrochemical double-layer capacitors, 
fuel cells and Li-ion batteries.5,6 At present, there is much interest in 
the ordered mesoporous carbons with semi-graphitic or graphitic pore 
walls,7 which are attractive from the point of view of applications in 
chromatography and applications requiring good electrical 
conductivity. Several different carbon precursors were used for the 
synthesis of such OMCs, including aromatic hydrocarbons,7,8 
mesophase pitch,9 and petroleum pitch.10 Polyacrylonitrile (PAN) is 
another attractive carbon precursor, which is commonly used in the 
synthesis of carbon fibers. Recently, the synthesis of nanostructured 
carbon films and carbon nanoobjects from PAN-containing block 
copolymers was reported.11,12 Herein, the synthesis of OMCs from 
PAN is presented. A detailed account of this work will be reported 
elsewhere.13 PAN was introduced into the pores of the silica 
templates using surface-initiated atom transfer radical 
polymerization,14,15 which is one of the living polymerization 
methods. We are aware of only one prior report on the synthesis of 
OMCs from PAN,16 and our carbons have much higher adsorption 
capacities and mesopore diameters, which can be attributed to our 
unique synthesis method. 
 
Experimental 

Materials.  Ordered mesoporous silica templates with 2-
dimensional hexagonal structure (SBA-15)4 and with predominantly 
cubic close-packed structure (FDU-1)17,18 were synthesized using 
block copolymer templates (Pluronic P123, EO20PO70EO20, BASF; 
B50-6600, EO39BO47EO39, Dow) using literature procedures with 
appropriate modification of the synthesis time and temperature.13 The 
ATRP initiator sites were introduced on the silica surface through a 
reaction with 1-(chlorodimethylsilyl)propyl 2-bromoisobutyrate. The 
surface was further reacted with trimethylchlorosilane. The 
acrylonitrile polymerization was carried out in N,N-
dimethylformamide at 55°C using CuCl and 2,2’-dipyridyl as 
catalyst. In some cases, CuCl2 was added to improve the control over 
initial stages of the polymerization process. The polymerization time 
ranged from one hour to seven days. PAN was converted to carbon 
through the stabilization by heating under air to 300°C and 
carbonization at 800°C for three hours. The silica template was 
dissolved in NaOH solution to isolate the carbon material. 

Measurements. N2 adsorption measurements were performed 
on Micromeritics ASAP 2010 and 2020 volumetric adsorption 
analyzers. Transmission electron microscopy (TEM) images were 

recorded using a JEOL 200EX instrument operated at 200 kV. 
Raman spectra were collected on a Jobin Yvon T64000 Raman 
system (ISA, Edison, NJ) with microprobe sampling optics. The 
excitation was at 514.5 nm (Ar+ laser, Model 95, Lexel Laser, 
Fremont, CA). 
 
Results and Discussion 
 SBA-15 and FDU-1 silica templates exhibited the total pore 
volumes of 0.9-1.25 cm3 g-1 and pore diameters of 11-14 nm. After 
reaction with chlorosilane containing 2-bromoisobutyrate groups, and 
subsequent reaction with trimethylchlorosilane, the total pore volume 
decreased to 0.6-0.7 cm3 g-1, and pore diameter decreased by 1.5-2 
nm. After acrylonitrile polymerization for 1-2 days, the pores were 
not accessible to nitrogen. In the case of SBA-15 template, the 
polymerization of AN for one day was sufficient to attain PAN 
content that would approximately correspond to the essentially 
complete filling of the ordered mesopores with PAN. The 
stabilization of PAN under air and its carbonization under nitrogen 
afforded silica/PAN composites in which the content of the 
carbonaceous material was about 30 wt.%. Nitrogen adsorption 
isotherms for the silica/carbon composites with the aforementioned 
carbon content typically did not feature capillary condensation steps 
at relative pressures similar to those for the capillary condensation 
pressure in the mesopores of the silica template, which suggests that 
the mesopores of the template were uniformly filled with the 
carbonaceous material.   
 Shown in Figure 1 are TEM images of OMC synthesized using 
SBA-15 silica as a template, which was reported earlier to be suitable 
for the synthesis of OMCs from sucrose,19 PAN16 and other carbon 
precursors. As expected on the basis of cylindrical pore shape of the 
template, the carbon consisted of nanorods of uniform diameter, 
which were arranged in a 2-D hexagonal structure. A side projection 
of this structure produced a series of parallel stripes, whereas the 
projection along the rods gave rise to a honeycomb pattern, as seen in 
Figure 1.  
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Figure 1.  TEM images of an ordered mesoporous carbon 
synthesized from PAN using SBA-15 silica as a template. 
 
 The nitrogen adsorption isotherm for the carbon inverse replica 
of SBA-15 featured a prominent capillary condensation step at a 
relative pressure of 0.7-0.8 (see Figure 2), which is characteristic of 
mesoporous materials with narrow pore size distribution. The 
adsorption data allowed us to evaluate the BET specific surface area 
of 840 m2 g-1, the pore diameter of 8.5 nm and the total pore volume 
of 1.49 cm3 g-1 (with a primary contribution from the volume of 
ordered mesopores). The adsorption data were also used to evaluate 
the micropore volume, which was typically below 0.1 cm3 g-1 for 
carbons from PAN carbonized at 800°C. OMCs reported earlier 
exhibited either low microporosity and low mesopore volume, or 
appreciable microporosity and high mesopore volume. So, our 
carbons are unique examples of OMCs with high adsorption capacity 
and low microporosity. The pore diameter of 8.5 nm is very large as 
for an OMC, which is likely to be advantageous in some important 
prospective applications of OMCs, such as adsorption of large 
molecules and chromatography. 
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Figure 2.  Nitrogen adsorption isotherm for an ordered mesoporous 
carbon synthesized from PAN using SBA-15 silica as a template. 
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Figure 3. Pore size distribution for an ordered mesoporous carbon 
synthesized from PAN using SBA-15 silica as a template. 
 
 The ordering of the carbon frameworks on atomic scale was 
investigated using XRD and Raman spectroscopy. The XRD patterns 
for the carbons from PAN featured a peak at ~24°, and a weaker peak 
at 44°. These peaks can be indexed as (002) and (10) peaks of the 
graphitic carbon structure. The corresponding spacing between 
graphene sheets is ~0.37 nm, which is about 10% higher than that of 
graphite. Raman spectra (see Figure 4) featured G bands, which are 
characteristic of sp2 carbons, and D bands, which are related to 
defective sites in the sp2 carbon structure. On the basis of these 
results, one can conclude that our OMCs exhibit some extent of 
graphitic ordering, but the degree of perfection of the semi-graphitic 
structure is still quite low. Anyway, in comparison to mesoporous 
carbons prepared from other carbon precursors and carbonized at 
about 800°C,10,20 the atomic scale ordering of these carbons is 
appreciable.  

50 nm 

 We also synthesized a well-ordered inverse replica of FDU-1 
silica. Projections characteristic of face-centered cubic structure were 
clearly seen in TEM images for this OMC. The total pore volume 
was as high as 1.8 cm3 g-1. The carbon had a narrow pore size 
distribution centered at about 12 nm, which is the highest pore 
diameter for any OMC synthesized so far using ordered mesoporous 
silica templates. The carbon inverse replica of FDU-1 appears to be 
an array of three-dimensionally connected spheres. Only a few 
examples of similar OMC structures have been reported before.21  
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Figure 4.  Raman spectra of an ordered mesoporous carbon 
synthesized from PAN using SBA-15 silica as a template. 
  
Conclusions 

PAN is an excellent precursor for the templated synthesis of 
ordered mesoporous carbons. The volume of ordered mesopores of 
the carbons from PAN tends to be higher than those of ordered 
mesoporous carbons prepared from other carbon precursors, with 
exception of some carbons with hollow (tubular) structures.22 The 
carbons from PAN have low microporosity and some degree of 
ordering of graphene sheets in their frameworks. The surface-
initiated atom transfer radical polymerization is a convenient way to 
uniformly infiltrate the silica template with carbon precursor. 
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Introduction 

Several kinds of application of photocatalyst system had been of 
vital interest.  The design of highly efficient photocatalytic systems 
which work for the reduction of global atmospheric pollution and the 
purification of polluted water is attractive and one of the most 
desirable yet challenging goals in the research of environmentally-
friendly catalysts [1-10].  TiO2 semiconductor photocatalysts are 
known as one of the most stable and highly reactive catalysts.  Also 
the utilization of extremely small TiO2 particles as photocatalysts has 
recently attracted a great deal of attention, especially for such 
environmental applications.  On the other hand, SiC has high 
mechanical strength and is easy to be molded into a filter.  Although 
it may be a useful support for photocatalysts used in liquid phase, 
there have been no reports on the properties of TiO2 photocatalysts 
deposited on SiC.   

In the present study, we deal with the preparation and 
characterization of TiO2 photocatalysts deposited on SiC using the 
precursor of SiC-TiC powders [11] and carried out its successful 
utilization for the photocatalytic degradation of 2-propanol diluted in 
water.  Moreover, the advantages of SiC-TiC powders as the 
precursor of the efficient TiO2 photocatalysts have been clarified. 
 
Experimental 

On the basis of the process reported in the previous study [11], 
the liquid mixtures of tetraethyl orthosilicate, titanium 
tetraisopropoxide and phenolic resin were prepared.  After the 
continuous stirring of the mixtures, the acid catalyst (30 wt% of 
toluenesolfonic acid solution in water) was added and stirred up to 
the gelation.  The obtained gels were dried in vacuum, crushed and 
pyrolyzed at 1273 K (heating rate: 5 K/min, holding time: 1 h) in a 
nitrogen atmosphere (heating rate: 1 L/min).  The precursor 
pyrolyzed at 1273 K was put into the graphite furnace preheated at 
1873 K under Ar flow rate of 1 l/min to yield the SiC-TiC powders 
by carbothermic reduction.  The obtained SiC-TiC powders were 
then calcined in air at 773 K and 1073 K for 5 h to synthesize TiO2 
deposited on SiC powder (TiO2-SiC).    The XANES spectra were 
obtained in the fluorescence mode at the BL-9A facility of the 
Photon Factory at the National Laboratory for High Energy Physics, 
Tsukuba.   

The photocatalyst (50 mg) was transferred to a quartz cell with 
an aqueous solution of 2-propanol (2.6x10-3 mol dm-3, 25 ml).  Prior 
to UV irradiation, the suspension was stirred for 1 h under dark 
conditions. The sample was then irradiated at 295 K using UV light 
(λ> 250 nm) from a 100 W high-pressure Hg lamp with continuous 
stirring under O2 atmosphere in the system.  The products were 
analyzed by gas chromatography. 

 
Results and Discussion 

Figure 1 shows the XRD patterns of untreated SiC-TiC and TiO2-
SiC photocatalysts prepared by the oxidation of SiC-TiC at 773 K 
and 1073K, respectively.  In the SiC-TiC sample, the formation of 
SiC and TiC crystalline phases were observed.  After the oxidation of 
SiC-TiC sample at 773 K and 1023 K, the formation of the mixture 
of anatase and rutile phase of TiO2 crystalline was observed clearly. 
On the other hand, TiO2/SiO2 photocatalysts prepared by the sol-gel 
method and calcined at 773 K exhibited no XRD peak due to the 
crystallized phases, indicating that the TiO2 species exist in an 
amorphous phase or as ultrafine particles.   
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Figure 1.  XRD patterns of untreated SiC-TiC (a) and TiO2-SiC 
photocatalysts prepared by the oxidation at 773 K (b) and 1073K (c), 
respectively. 

 
The XANES spectra at the Ti K-edge showed several well-

defined preedge peaks which are related to the local structure 
surrounding the Ti atom.  The relative intensities of these preedge 
peaks provide useful information on the coordination number of the 
Ti atom [5-10].  TiO2-SiC prepared by the oxidation at 773 K and 
1073 K exhibited three small well-defined preedge peaks which can 
be assigned to the presence of the mixture of anatase and rutile TiO2 
species (octahedral coordination) with high crystallinity.  On the 
other hand, TiO2/SiO2 exhibited only one intense peak, indicating the 
presence of amorphous TiO2 species or tetrahedral coordinated 
titanium oxide species.  These results indicate that the titanium oxide 
species can be crystallized easily to form the mixture of anatase and 
rutile TiO2 ultrafine particles on the support of hydrophobic SiC. 
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The Ti2p and Si2p XPS spectra were measured with untreated 
SiC-TiC and TiO2-SiC photocatalysts prepared by the oxidation at 
773 K  and 1073 K, respectively.  The changes in the spectra with 
samples indicated that by the oxidation treatment not only TiC was 
oxidized into TiO2 but also partial of surface SiC was also oxidized 
into SiO2. 

Figure 2 shows the reaction time profiles of the liquid-phase 
photocatalytic reaction on the SiC-TiC sample and TiO2-SiC 
photocatalyst.  In the initial stage of the reaction under dark 
conditions, the adsorption of 2-propanol onto the photocatalysts can 
be observed.  When UV light is turned on, 2-propanol is decomposed 
into acetone, CO2 and H2O, and finally, acetone is also decomposed 
into CO2 and H2O. TiO2-SiC photocatalyst exhibited the higher 
photocatalytic reactivity than a commercial TiO2 powder (P-25) and 
TiO2 loaded on SiO2 (TiO2-SiO2) prepared by the sol-gel method.  
The amount of H2O adsorption on TiO2-SiC is much smaller than 
TiO2-SiO2, suggesting that the hydrophobic property of TiO2-SiC is 
one of the important determining factors in the efficient 
photocatalytic reactivity for the liquid phase reaction [6].  
Furthermore, the high conductivity of SiC is preferable for the 
efficient charge separation on the irradiated TiO2 photocatalyst.  
These results indicate that TiO2-SiC photocatalyst is more effective 
for the degradation of organic compounds diluted in water than the 
commercial TiO2 powder and TiO2-SiO2 photocatalyst.   
 

 
Figure 2.  Photocatalytic degradation of 2-PrOH diluted in water on 
untreated SiC-TiC and TiO2-SiC photocatalyst prepared by the  
oxidation at 1073 K.   
 
 
Conclusions 

It has been found that TiO2 photocatalysts deposited on SiC 
(TiO2-SiC) prepared by an oxidation of the precursor SiC-TiC nano-
powders showed higher photocatalytic reactivity for the degradation 
of 2-propanol diluted in water than commercial TiO2 powder in 
comparing their relative reactivities per weight of TiO2.  The 
formation of well-crystallized TiO2 on SiC and the unique properties 
of SiC such as hydrophobic surface property and high conductivity 
were found to be related to the efficient photocatalytic reactivity of 
TiO2-SiC. Since SiC is mechanically strong enough to be used as a 
filter for water purification, SiC-TiC is a good candidate for the 
precursor for TiO2 supported photocatalysts used in liquid phase 
reactions. 
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Introduction 

The ultimate quality and performance of carbon fiber 
composites depends strongly on the interfacial interaction between 
the two components.  These interactions are typically described as 
adhesion or cohesion phenomena, which depend on the materials’ 
surface energy.  Surface energies have been traditionally measured 
by contact angle methods.  The main downfall of this technique is the 
limited sensitivity.  Therefore contact angle or other wettability 
techniques are unsuitable for measuring subtle differences between 
materials.  In recent years, Inverse Gas Chromatography (IGC) has 
become an attractive alternate due to its high sensitivity and 
reproducibility.   

IGC is a well-established technique for the characterization of 
particulates (1), fibers (2), and films (3).  IGC involves the sorption 
of a known adsorbate (probe molecule) onto an adsorbent stationary 
phase (solid sample), thus inverting the traditional relationship 
between stationary and mobile phase found in analytical 
chromatography.   

When IGC experiments are carried out in pulse mode, a certain 
amount of vapor or gaseous probe molecule is injected into an inert 
carrier gas mobile phase.  The probe molecule is transported to the 
stationary adsorbent and for ideal conditions equilibrium is reached.  
The adsorbed probe molecule will then be eluted by the carrier gas 
and is detected as a peak by conventional chromatographic detectors.  
The retention time can be obtained from the peak maximum and the 
net retention time, VN, is calculated from Equation 1.   

 
where T is the column temperature, TRef is the reference temperature 
for the flow rate measurement, m is the sample mass, w is the exit 
flow rate, tR the retention time for the adsorbing probe and t0 is the 
mobile phase hold-up time (dead time). “j” is the James-Martin 
correction, which corrects the retention time for the pressure drop in 
the column bed.   

A material’s surface energy can readily be determined using 
IGC.  The surface energy is defined as the energy required to form a 
unit surface under reversible conditions and is the analogue to the 
surface tension of a liquid. In practical terms, the higher the surface 
energy the more reactive the surface. This parameter can be divided 
into a dispersive and a specific component. The dispersive surface 
energy can be obtained from a plot of the logarithm of the retention 
volume of a series of alkane probe molecules (multiplied by the 
column temperature and the gas constant) versus the product of 
(square root of the) liquid tension and molecular area (4). The result 
is a straight line and the dispersive surface energy γS

D is calculated 
from the slope according to Equation 2. 

 

 
In this equation γL

D is the liquid tension of the probe molecule, 
am its cross sectional area, and C is a constant. The other parameters 
have the same meaning as described above. 

The specific contribution of the surface energy is obtained 
indirectly by the specific free energy for a range of polar probe 
molecules. Points representing a polar probe are located above the 
alkane straight line. The difference is equal to the specific component 
of the free energy of desorption ∆GSP (Equation 3). 

 

)3(lnln ref
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From the specific free energy acid-base numbers can be 

calculated if an appropriate concept is applied. 
The study of acid-base properties by IGC has the benefit that 

changes in the orientation of surface groups can be studied. Those 
changes are not necessarily related to variations in composition. For 
this reason spectroscopic methods are less appropriate for the study 
of these effects (5). 

The van Oss concept (6) provides acid and base numbers in the 
same unit as the surface energy.  

 
∆Gsp

 = NA* am * 2 * ((γL 
+  * γS

- )1/2
+ (γL 

-  * γS
+ )1/2)       (4)

 
In this equation γS

+ and γS
- are the electron acceptor and donor 

parameters of the surface and γL
+ and γL

- are the are electron acceptor 
and donor parameters of the probe molecule. 

Unfortunately, in its original form this equation can only be 
used for relative comparison due to inaccurate starting parameters 
leading to an overestimation of the basicity [7]. 

Once the individual surface energetics are determined the work 
of adhesion between the individual solids can be calculated 
according to Equation 5. 
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The scope of this study is the investigation of the impact of a 
sizing agent on the adhesion and mechanical strength of single fiber 
polymer matrices.  ),1()(/
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Experimental 

Materials.  Unsized (AS4) and sized (AS4-GP) PAN based 
carbon fibers were obtained from Hexcel and used as received.  The 
epoxy-based sizing agent used in the AS4-GP sample is intended to 
improve handling and processing of the fiber during the weaving 
process.  Polysulfone, Polycarbonate, and Polyetherimide were all 
obtained from Sigma-Aldrich and were used as model thermoplastic 
matrices.   

IGC Experiments.  The samples were packed into silanized 
glass columns (30 cm long, 4 mm ID). Prior to measurement the 
sample was pre-treated at 303 K for 2 hours in situ.  

IGC measurements were carried out using the SMS-IGC 2000 
system. The samples were measured at 303 K with a carrier gas flow 
rate of 10 ml/min. Probe molecules were decane, nonane, octane, 
heptane, dichloromethane, and ethyl acetate. The probe molecules 
were injected from the head-space via a loop with 250 µl volume. 
The injection concentration was 0.03 p/p0 to obtain infinite dilution 
conditions. The deadtime was determined by a methane injection.  

Mechanical Adhesion.  Mechanical strength results (practical 
adhesion), based on single fiber pull-out tests to obtain the apparent 
shear strength, τIFSS, were taken from [8].  

( ) ( ) )2(2ln 2121 CaNVRT D
Lm

D
SAN += γγ  
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Results and Discussion 
The dispersive, specific, and total surface energy values as 

measured via IGC as described in the Introduction section are listed 
in Table 1.  The unsized (AS4) sample has much higher total surface 
energy than the sized (AS4-GP) sample.  For the polymers, the total 
surface energy trends are as follows: polycarbonate > polysulfone > 
polyetherimide.   
 
Table 1.  Dispersive, specific and total surface energy values for 
the two carbon fibers and three polymer matrices measured by 

IGC.   

AS4 77.88 205.60 283.48

AS4-GP 34.82 175.13 209.95

Polysulfone 33.09 130.03 163.12

Polycarbonate 36.15 150.59 186.74

Polyetherimide 39.96 109.91 149.87

Sample
Dispersive Surface 
Energy (mJ.m-2)

Specific Surface 
Energy (mJ.m-2)

Total Surface 
Energy (mJ.m-2)

 
 
From the surface energy values in Table 1, the total work of 

adhesion for each carbon fiber-polymer pair was calculated using 
equation 5.  This work of adhesion is a thermodynamically derived 
measure of the interfacial bonding strength between the carbon fiber 
and polymer matrix.  As a measure of practical or mechanical 
adhesion, the interfacial sheer stress was also measured for each 
carbon fiber-polymer pair.  These two measures of adhesion 
(thermodynamic and mechanical) are compared in Figure 1.   
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Figure 1.  Total work of adhesion plotted versus interfacial sheer 
stress for the AS4 (unsized; dashed trace) and AS4-GP (sized; solid 
trace) carbon fibers with each polymer.   
 

As Figure 1 clearly indicates, there is a direct correlation 
between the work of adhesion measured via IGC and interfacial sheer 
stress.  A higher interfacial sheer stress correlates to a higher work of 
adhesion and a stronger fiber-polymer bond.  Also, both the work of 
adhesion and interfacial sheer stress are larger for the unsized, AS4 
sample compared to the sized, AS4-GP sample.  These results 
indicate that the sizing agent used in the AS4-GP sample is not 
compatible with the thermoplastic matrices used in this study.  
Finally, both the interfacial sheer stress and work of adhesion values 
show the same trend between polymers for both carbon fibers: 
polycarbonate > polysulfone > polyetherimide.   

 

Conclusions 
Work of adhesion calculations based on the individual 

components correlated directly to practical adhesion measurements 
on the carbon fiber-polymer composites.  Therefore, IGC can be used 
as a predictive tool in formulating the carbon fiber-polymer system 
yielding the strongest interfacial bond.  Similar procedures could be 
extended to a wide range of composites and blends where adhesion is 
a critical parameter.   

Acknowledgements.  The authors would like to thank Dr. 
Eckhard Schulz from the Federal Institute of Materials Research and 
Testing (BAM) in Berlin for his help with the mechanical testing 
(practical adhesion).   
 
References 
 (1) Thielmann, F., review paper accepted for publication in Journal of 

Chromatography 2004.  
(2) Van Astem, A. et al.,. J. Chrom. A. 2000, 888, 175.  
(3) Pawlish, C., Macris, A., and Laurence, R., Macromolecules. 1987, 20, 

1564. 
(4) Schultz, J. et al., J. Adhesion. 1987, 23, 45. 
(5) Buckton, G. et al., Intern. J. Pharm. 1991, 72, 157. 
(6) Oss, C., Good, R., and Chaudhury, M., Langmuir, 1988, 4, 884. 
(7) Della Volpe, C., Sibioni, S., J. Coll. Interf, Sci. 1997, 195, 121.  
(8) Bismarck, A. and Schulz, E., J. Material Sci. 2003, 38, 4965. 
 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  79



UPTAKE OF HYDROGEN SULFIDE BY 
CARBONACEOUS SORBENTS AT HIGH 

TEMPERATURES 
 

Wenguo Feng and Radisav Vidic 
 

Department of Civil and Environmental Engineering, University of 
Pittsburgh, Pittsburgh, PA 15261 

 
Introduction 

1.9

4.3

6.5

3.0

4.8

7.9

0

1

2

3

4

5

6

7

8

9

400 600 800

Temperature (degree C)

S
ul

fu
r C

on
te

nt
,w

t%

BPL
ACF-25

Carbon-based sorbents have been evaluated for the removal of 
hydrogen sulfide due to the need to control odorous gases generated 
in sewer systems and wastewater treatment plants. In addition, the 
ability of carbon-based sorbents to remove hydrogen sulfide from a 
variety of waste streams was evaluated at near-ambient temperatures. 
However, removal of hydrogen sulfide at elevated temperatures (300-
700 °C) and pressures (300-1000 psi) could be advantageous for 
Integrated Gasification Combined Cycle (IGCC) process in order to 
maintain overall efficiency of the process. Previous studies reported 
that significant amount of sulfur was incorporated into the carbon 
surface at high temperatures and in the absence of oxygen  and both 
HNO3 oxidation and Zn impregnation improved the H2S adsorption 
capacity [1, 2]. Blayden and Patrick [3] suggested that the bonding in 
C-S complexes was akin to that of thioethers or disulfides. Puri and 
Hazra [4] observed that amount of sulfur fixed on the carbon surface 
correlates well with the oxygen content present as “CO-Complex” 
(the oxygen containing complex that releases CO upon heat 
treatment). It has been suggested that oxygen and hydrogen content, 
extent of surface heterogeneity, and pore structure were more 
important parameters than surface area. Sugawara et al. [5] studied 
the effect of hydrogen sulfide on the behavior of organic sulfur in 
coal and char during heat treatment up to 1073 K. They concluded 
that a considerable amount of hydrogen sulfide was absorbed during 
heat treatment, forming organic sulfur forms, such as thiophenes and 
sulfides. Recently, Ozaki et al. [6] suggested that the surface iron 
species on thermally stable turbostratic carbons were responsible for 
the decomposition of H2S around 350 °C, while decomposition of 
H2S above 600 °C might be due to the Lewis sites. This study is 
designed to study the mechanism and products of H2S uptake by 
carbon surfaces at high temperatures. 
 
Experimental 

Activated carbon fibers (ACFs) produced from the novolac resin 
(American Kynol, Inc., Pleasantville, NY) have carbon content of 
over 95%. ACF10, ACF15, ACF20, and ACF25 were produced using 
increasing activation time that leads to higher surface area and larger 
pores, with nominal surface areas of 1000, 1500, 2000, and 2500 
m2/g, respectively. Commercially available activated carbon 
produced from bituminous coal (BPL, Calgon Carbon Corporation, 
Pittsburgh, PA) was sieved to 16×50 U.S. mesh size, which was used 
in this study. 

A fixed bed reactor system was used for H2S uptake test. 
Influent H2S stream were generated by diluting 5% H2S standard gas 
in nitrogen (Praxair, certified) with nitrogen (Praxair, UHP). Mixed 
gas with a total flow rate of 150 ml/min was fed through a quartz 
reactor (38cm long with 1cm OD), which was positioned in the 
middle of a vertical tubular furnace (Lindberg Heavi-Duty, 
Watertown, WI). 500 mg of carbon sample was loaded in the reactor. 
After drying at 120 °C for 2 hours, adsorption of H2S at high 
temperatures was carried out at set temperatures for 6 hours. After 
adsorption, the reactor was cooled down to room temperature in UHP 
nitrogen. Sulfur loading was determined from H2S breakthrough 
curve and was measured using the sulfur analyzer (SC-132, Leco 
Sulfur Analyzer, St. Joseph, MI). 

Results and Discussion 
Effect of Temperature. Figure 1 shows the effect of 

temperature on sulfur uptake by ACF-25 and BPL carbon. Sulfur 
loading on these carbonaceous sorbents increased with an increase in 
temperature. The exact mechanism of the uptake of sulfur in this 
temperature range is not yet clear and is the subject of the ongoing 
studies. It is reasonable to assume that high temperatures can provide 
more energy to overcome chemisorption energy barrier. 

 
 
 

Figure 1. Effect of temperature on sulfurization of ACF25 and BPL 
at 400-800 °C 

 
EDAX was used to determine elemental composition on the 

carbon surface. The S, O, and C content on the surface was 
determined after sulfurization at different temperatures and the 
surface sulfur content is compared with that from the bulk sulfur 
analysis in Table 1. Table 1 shows that the increase in temperature 
lead to a decrease in oxygen content and increase in the sulfur 
content. Such behavior indicates that possible substitution of the 
oxygen by sulfur and/or carbon [1,7] may be an important 
mechanism for H2S uptake at high temperatures by ACFs. Another 
observation is that sulfur content on the surface is higher than that in 
the bulk. With the increase in temperature, the ratio of these two is 
increasing, which suggests higher temperature promotes better 
diffusion through the carbon structure and enabled sulfur to be 
deeper embedded into the carbon matrix. 

 
Table 1. Sulfur content in the bulk (sulfur analysis) and on the 

surface (EDAX) 
Surface Content 

[wt.%] 
 

Sample 
Bulk Sulfur 

Content 
[wt.%] S O C 

ACF25-Raw 0.2 0.2 4.38 95.41 
ACF25-400C 3.0 6.04 2.13 91.83 
ACF25-600C 4.8 6.95 1.61 91.44 
ACF25-800C 7.9 11.52 1.31 87.17 

 
Effect of Sorbent Characteristics. As discussed before, the 

starting materials, especially the oxygen and hydrogen content, 
exhibited important impact on the ultimate sulfur content resulting 
from high-temperature adsorption of H2S by carbonaceous sorbents. 
Four different carbon materials (i.e., three ACFs and BPL carbon) 
were tested for H2S uptake at 600 °C. The results shown in Table 2 
clearly indicate that the sulfur content on the sorbent increased with 
the increase in ACFs serial number. EDAX analysis showed that the 
oxygen content also increases with the increase in ACF serial number 
(data not shown). Therefore, it is possible that substitution of oxygen  
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is an important pathway for the uptake of H2S at this temperature. 
Sulfurized BPL carbon exhibited consistently lower sulfur content 
than ACF-25 at all the temperatures tested (Figure 1) but it has 
higher sulfur content than ACF-20 at 600 °C. Since BPL is a carbon 
of different origin, it is hard to tell the exact difference without 
complete examination of the properties of both carbon materials. 
 

Table 2. Effect of different starting carbon materials on H2S 
uptake at 600 °C 

Sample S%, wt% 
ACF10-600C 2.1 
ACF20-600C 3.1 
ACF25-600C 4.8 

BPL-600C 4.3 
 
XPS Analysis of the Reaction Products. XPS analysis was 

conducted to identify the produced sulfur species and the typical 
spectrum is shown in Figure 2. Standard library spectra provide the 
following information about the peaks related to sulfur species: free 
elemental sulfur has a peak around 164.05eV; chemisorbed sulfur has 
a peak at 161.8-162.6eV; organic sulfur has a peak between 163-
164.1 eV; and oxidized sulfur shows a peak above 167eV. 
Unfortunately, there is an overlap between the region of elemental 
sulfur and that of organic sulfur. The results depicted on Figure 2 
suggest that either organic sulfur or elemental sulfur were the 
dominant sulfur forms on ACF surface. Because the boiling point of 
elemental sulfur at atmospheric pressure is 444 °C, it is hard to 
imagine that a substantial quantity of elemental sulfur would remain 
on the carbon surface after exposure to 600 °C and 800 °C for 6 
hours. According to Sugawara et al. [5], thiophene may be the 
possible structure of organic sulfur products.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. XPS analysis of ACF25 before and after sulfurization 
 

The pore size distribution for BPL before and after hydrogen sulfide 
uptake is shown in Figure 3. Slight increase in the pore volume in the 
1-2 nm range can be observed from this figure. However, the change 
in pore size distribution as a result of hydrogen sulfide uptake is not 
significant. Such observation leads to the conclusion that the 
sulfurized compounds retained by the carbon surface are extremely 
well distributed on the surface of the sorbent.  Furthermore, it is more 
likely that the organic sulfur is the dominant sulfur form since the 
elemental sulfur would tend to agglomerate into isolated islands on 
the carbon surface and significantly alter the pore size distribution of 
the sorbent. 
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Figure 3. Pore size distributions of BPL before and after H2S uptake 
at high temperatures 

 
Conclusions 

In summary, sulfurization at higher temperatures resulted in 
higher sulfur content than that under relatively lower temperatures. 
Sulfur content was higher on the surface than in the bulk. The 
increase in sulfur content and the decrease in oxygen/carbon content 
with the increase in temperature suggest substitution of 
oxygen/carbon by sulfur. The produced sulfur is either organic sulfur 
or very strongly bonded elemental sulfur. There is no significant 
change in the pore size distribution after H2S uptake.  
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Introduction 

Accurate kinetic data of important elementary reactions are of 
utmost critical for molecular-level detailed simulations of 
combustion of hydrocarbons.  Kinetic models for such system often 
involve a very large number of elementary reactions. The greatest 
challenge arises from this is that kinetic information of most of 
elementary reactions involved in combustion of hydrocarbons is not 
known either experimentally or theoretically. 

Recently we introduced a theory called Reaction Class 
Transition State Theory (RC-TST) for predictions of thermal rate 
constants for a large number of reactions in a given class.1,2 The RC-
TST method recognizes that reactions in a given class having the 
same reactive moiety, therefore their potential energy surfaces along 
the reaction coordinate are very similar and thus can be extrapolated 
from one to the others.  Furthermore, within a given reaction class 
there is a linear energy relationship (LER) between the barrier 
heights and reaction energies.  Combining both facts, the RC-
TST/LER theory provides a rigorous methodology for estimating 
thermal rate constants of any reaction only from its reaction energy, 
which can be calculated from a relatively low level of theory such as 
a semi-empirical molecular orbital method.  

Since reactions in the same class have the same reactive moiety, 
the difference between the rate constants of two reactions is mainly 
due to differences in the interactions between the reactive moiety and 
their substituents.  Within the TST framework, the rate constant of an 
arbitrary reaction (denominated by Ra) is proportional to the rate 
constant of the reference reaction (denominated by Rp) of the same 
class, to which it is related by a temperature dependent function f 
(T): 

ka (T ) = f (T )k p (T )      (1) 
The reference reaction is often a small reaction in the class of 

which the rate constants kp can be accurately predicted from first 
principles and are often also known experimentally.  The key idea of 
the RC-TST method is to factor f(T) into different components under 
the TST framework:  

VQ ffffTf κσ=)(                                     (2)                     

where fσ, fκ, fQ and fV are symmetry number, tunneling, partition 
function and potential energy factors, respectively.  These factors are 
simply the ratio of the corresponding components in the TST 
expressions for the two reactions: 
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The central task is to determine approximate analytical 
expressions for these factors so that rate constants for any reaction 
can be quickly estimated according to Eq. (1).  This can be 
accomplished by selecting a small representative set of reactions in 
the considered class, which often ranges in the order of 15-20 
reactions, to perform explicit TST/Eckart rate calculations. Analyses 
of the ‘exact’ calculated factors as functions of temperature allow us 
to find general trends and to fit these factors to analytical expressions 
for representing the entire class. 

The symmetry number factor fσ can be determined exactly from 
the symmetry numbers of Rp and Ra. The symmetry number of a 
reaction can be easily calculated from the rotational symmetry 
numbers of the reactant and transition state.3  

The tunneling factor fκ is the ratio of transmission coefficients of 
Ra and that of Rp. Although absolute transmission coefficients for 
hydrogen abstraction reactions often require multi-dimensional 
tunneling methods to account for the large corner-cutting effects, due 
to cancellation of errors, we have shown that the tunneling factor fκ 
can be accurately predicted using the 1-D Eckart method4. The 
calculated results for the representative set of reactions then can be 
fitted to an analytical expression. 

The partition function factor fQ is the ratio of partition functions 
of the reactants and transition states of Ra and Rp (Eq.5). We have 
shown that the main factors that govern the temperature dependence 
of the fQ factor are the differences in the vibrational frequencies due 
to the coupling of substituents with the reactive moiety.  Thus, even 
in flexible molecules where it is difficult to calculate accurately the 
partition functions of the low frequency vibrational modes such as 
hindered rotations, their effects can be easily included in fQ.  We 
found that fQ are often not sensitive to the temperature and a single 
analytical expression can be used to approximate this factor for the 
entire class.   

The potential energy factor can be calculated from the 
differential barrier height of the reference reaction and the target 
reaction according to Eq. (6).  It is known that in order to achieve 
accuracy of order 1 kcal/mol in the classical barrier height for radical 
reactions a rather high level of electronic structure theory such as 
CCSD(T) is required.  However, we have shown that the differences 
in the barrier heights for reactions in a given class can be accurately 
calculated at a lower level of theory.  In fact, we also have shown 
that within a given class there is a Linear Energy Relationship (LER) 
between the barrier height and reaction energy, similar to the well-
known Evans-Polanyi linear energy relationship.  Such relationships 
have been observed in all of reaction classes that we considered so 
far.  As a result, the fV factor can be computed from only the reaction 
energy, which can be calculated using potential energy information 
calculated for calculations of thermodynamic properties of these 
species discussed above.  

In summary, to develop RC-TST/LER parameters for each 
reaction class, we need to carry out a series of tasks: 1) Performing 
accurate calculations of rate constants of the reference reaction using 
Canonical Variational TST augmented with multi-dimensional 
semiclassical tunneling corrections or use known accurate literature 
data; 2) Performing TST/Eckart calculations for a representative set 
of reactions in the considered reaction class; 3) Analyzing the exact 
calculated factors in order to derive approximate expressions to 
represent the entire class.  This includes determining the LER 
between the barrier heights and reaction energies. 
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Application to the OH + H-C(sp3) class 
Here we illustrate how the RC-TST/LER method is employed to 

estimate rate constants for the reaction class hydrogen abstraction by 
hydroxyl radical OH+H-C(sp3), where C(sp3) denotes a saturated 
carbon atom.  This is one of the most important reaction classes in 
combustion. Following is the set of reactions that are used to derive 
the analytic expression for the whole reaction class.  

 
OH + CH4  H2O + CH3 (R1) 
OH + C2H6  H2O + C2H5 (R2) 
OH + C3H8  H2O + CH2CH2CH3 (R3) 
    H2O + CH3CHCH3 (R4) 
OH + nC4H10  H2O + CH2CH2CH2CH3 (R5) 
    H2O + CH3CHCH2CH3 (R6) 
OH + iC4H10  H2O + (CH3)2CHCH2 (R7) 
    H2O + (CH3)3C (R8) 

OH + nC5H12  H2O + CH2CH2CH2CH2CH3 (R9) 

    H2O + CH3CHCH2CH2CH3 (R10) 
    H2O + CH3CH2CHCH2CH3 (R11) 

OH + iC5H12  H2O + CH2(CH3)CHCH2CH3 (R12) 

    H2O + (CH3)2CCH2CH3 (R13) 

    H2O + (CH3)2CHCHCH3 (R14) 

    H2O + (CH3)2CHCH2CH2, (R15) 
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Computational methods. All the electronic structure 
calculations were carried out using the program package GAUSSIAN 
98.5 BH&HLYP density functional method has been found 
previously to be sufficiently accurate for predicting the transition 
state properties for hydrogen abstraction reactions by a radical.6-9  
Note that within the RC-TST framework as discussed above, only the 
relative barrier heights are needed.  Our previous study has shown 
they can be accurately predicted by the BH&HLYP method.9  
Geometries of reactants, transition states, and products were 
optimized at the BH&HLYP level of theory with the cc-pVDZ basis 
set, which is large enough to capture the physical change in this type 
of reaction. Frequencies of the stationary points were also calculated 
at the same level of theory. This information was used to derive the 
RC-TST factors.  The AM1 semi-empirical method was also 
employed to calculate the reaction energies of those considered here. 
AM1 and BH&HLYP/cc-pVDZ reaction energies were then used to 
derive the LER’s between the barrier height and reaction energy.  
The TST rate constants, tunneling factors, and partition function 
factors including the hindered rotation treatment were calculated 
employing kinetic module of the web-based CSEO program.10 

Due to the simplicity and similarity (C-C and C-H bond) of 
reaction R2 to other reactions in the class, this reaction is chosen to 
be the reference reaction; thus the following analysis is based on this 
reaction.  

Symmetry number factor. Symmetry number factors fσ were 
calculated simply from the ratio of symmetry numbers of the 
arbitrary and principal reactions using Eq. (3) and are listed in Table 
1. 

Tunneling factor. It is observed in this study as well as in our 
previous work1,2 that tunneling factors for hydrogen abstraction 
reactions at the same sites - primary, secondary or tertiary carbon site 
- are rather similar and thus can be assumed to be the same for each 
site. Simple expressions for the three factors for primary, secondary 

and tertiary carbon sites, respectively, are obtained by fitting to the 
calculated values, given in Table 2. 

 
Table 1. Calculated symmetry number factors and tunneling 

factors at 300K 
 

Tunneling ratio factor,  fκ  
Rxn  Sym. 

number factor (a) (b) (c) (d) 

R2
1.000 (13.08g)    

R3 1.000 0.89a1 1.04 0.14e 13.73 
R4 0.333 0.29 a2 0.35 0.06 17.59 
R5 1.000 0.89 a1 0.86 0.03 4.00 
R6 0.667 0.29 a2 0.30 0.02 5.82 
R7 1.500 0.89 a1 0.83 0.06 7.64 
R8 0.167 0.15 a3 0.16 0.01 6.84 
R9 1.000 0.89 a1 0.99 0.10 10.15 
R10 0.667 0.29 a2 0.26 0.02 8.22 

R11 0.333 0.29 a2 0.21 0.08 35.67e

R12 1.000 0.89 a1 0.84 0.06 6.86 
R13 0.167 0.15 a3 0.12 0.03 23.52 
R14 0.333 0.29 a2 0.28 0.01 3.03 
R15 0.500 0.89 a1 0.81 0.09 10.91 

MADf    0.05 11.85 
a Calculated by using fitting expression (see Table 2): a1 primary 

sites, a2 secodnary site, and a3 tertiray sites; b Calculated directly using 
Eckart method with BH&HLYP/cc-pVDZ reaction barrier heights 
and energies; c Absolute deviation between the fitting and directly 
calculated values; d Percentage of deviation (%); e Maximum values; f 
 Mean absolute deviations (MAD) and deviation percentage between 
the fitting and directly calculated values; g Tunneling coefficient 
calculated for reaction (R2) using Eckart method.  
 

 

Figure 1. Plot of the tunneling factors as functions of 
temperature for abstractions of hydrogen from primary (dotted 
line), secondary (dashed line), and tertiary (solid line) carbon 
atoms. 

Kf

 
The correlation coefficients for these fits are larger than 0.999.  

The results are plotted in Figure 1. The error analysis of tunneling 
ratio factor at 300K where the error is the largest is also shown in 
Table 2. It can be seen that the same tunneling factor can be 
reasonably assigned to those reactions at the same site with the 
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largest absolute deviation of 0.14 for R3, the largest percentage 
deviation of 35.6% at R11, and the mean absolute deviation of 11.8 % 
compared to the direct Eckart calculation using reaction information 
from BH&HLYP/cc-pVDZ level of theory.  At higher temperatures 
the differences between the approximated values and the explicitly 
calculated ones decrease, for example, the maximum error for all 
reactions is less than 10% at 500K.  Besides, when the temperature 
increase, these factors approach constant values, which mean that 
when the temperature high enough, these factors are temperature 
independent as expected since tunneling becomes less important at 
high temperatures.  

-2

2

6

10

14

-18 -12 -6 0

∆E (kcal/mol)

∆V
≠  (k

ca
l/m

ol
)

-45 -35 -25 -15

∆E (kcal/mol)

(b) (a) 

Partition function factor. Partition function factors for 13 
reactions in the class calculated in the temperature range 300-2500K 
are given in Figures 2 a & b. It is noted that the hinder rotation 
treatment of low frequencies is also included in the partition function 
calculations as described in ref.11. The partition for the secondary and 
tertiary sites is less dependent on the temperature than the primary 
site (see figure 2); thus we can group and treat them together. It can 
be seen that the partition function factor for primary sites tends to 
increase linearly with the increasing temperature while the trend for 
secondary and tertiary sites is almost constant at high temperature 
(T>1000K). Since the temperature dependent part cancels out in 
translational and rotational components of fQ, temperature 
dependence comes only from the vibrational function factor.  

The partition function factors for this class can be approximated 
by the fitting functions given in table 2.  These expressions give the 
maximum error of less than 70% and the mean absolute error less 
than 58% for all reaction from 300K to 2500K.  In other words, this 
approximation will affect at most the total rate constant individually 
by a factor of 1.7.  This is the source that causes the most internal 
error for this approach (see Figure 2). 
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Figure 2. Plot of the partition function factor  as functions of 
the temperature for all reactions considered at (a) primary carbon 
sites and (b) secondary and tertiary carbon sites.  

Qf

 
Potential energy factor.  The potential energy factor fV can be 

easily calculated using eq. (6) where  and  are the barrier 
heights of the arbitrary and the reference reactions, respectively. The 
reaction barrier heights of any reaction in this class can be obtained 
by utilizing the LER between the reaction energy and the reaction 
barrier height. The reaction barrier heights calculated at 
BH&HLYP/cc-pvdz are plotted against reaction energies calculated 
at the BH&HLYP/cc-pVDZ and AM1 level. The two linear 
relationships were plotted in Figures 3 a & b. The fitting expressions 
using the least squared method are given in table 2 below. The 
absolute deviations of reaction barrier heights between the LERs and 
full quantum calculations are smaller than 1.0 kcal/mol. The mean 
absolute deviation of reaction barrier heights predicted from 
BH&HLYP and AM1 reaction energies are 0.51 and 0.49 kcal/mol, 
respectively. These deviations are in fact smaller than the systematic 
errors of the computed reaction barriers from full electronic structure 
calculations. Both LER’s yield very similar barrier heights with the 

maximum difference of less than 0.2 kcal/mol.  For this reason, for 
the error analyses given below only the BH&HLYP results were 
used. However, for actual application of the method, AM1 is 
recommended.  

≠∆ aV ≠∆ pV

 

Figure 3. Linear energy relationship plots of barriers heights  
versus reaction energies 

≠∆V
E∆ . Barrier heights were calculated at 

BH&HLYP/cc-pVDZ level of theory.  ’s were calculated at (a) 
the BH&HLYP/cc-pVDZ and (b) AM1 level of theory. 
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Table 2 summarizes the RC-TST parameters for this reaction 

class.  
 

Table 2.  Ab Initio Derived Parameters and Formulations for the 
OH+H-C(sp3) Hydrogen Abstraction Reaction  Class. 
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We selected the hydrogen abstraction reaction of propane at 

primary carbon site as a representative reaction whose rate constants 
have been determined experimentally or derived from other 
experimental data for more detailed discussion to illustrate the 
theory.  

Figure 4 shows the Arrhenius plots of the calculated rate 
constants using the RC-TST/LER method for this reaction along with 
available experimental data. The estimated rate constants are quite 
closed to the experimental value of ref.13 at low temperatures and 
tend to approach the values of ref.14 and ref.15 at high temperatures.  
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Figure 4. Arrhenius plots of the calculated rate constants using the 
RC-TST/LER method for the hydrogen abstraction reaction at 
primary carbon site of C3H8 (Reaction R3) 
 

We examined the internal errors in different factors in the RC-
TST/LER method. The total internal error is affected by the errors in 
the approximations in the tunneling factor, partition function factor 
and the potential energy factor used in the method. The results of the 
error analysis from these different relative rate factors are shown in 
Figure 5. Errors from all components are less than 60% for the 
temperature range from 300 to 3000K. The errors tend to decrease 
when temperature increases. The total internal errors occurring in the 
relative rate factor of less than 60% show that RC-TST/LER is an 
excellent extrapolation method for the rate constants of any reaction 
in this class from that of the reference reaction. 
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Figure 5. Average absolute errors of the total relative rate factors 
f(T) (Eq. 2) and its components, namely the tunneling ( ), 
partition function ( ), and potential energy ( ) factors as 
functions of temperature. 
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Conclusions 

We have introduced the RC-TST/LER method and presented its 
application for prediction of thermal rate constants of the reaction 
class OH + H-C(sp3). The RC-TST/LER method is shown to be both 
simple and effective for rate constant prediction of any reaction in a 
given class from only the reaction energy that can be calculated from 
a low level of electronic structure theory such as DFT or semiempiral 
molecular orbital method. We have derived parameters for the RC-
TST/LER method for the above reaction class from first-principles 

rate constants of 13 small reactions. We found that the predicted rate 
constants are in good agreement with available data. Finally, detailed 
analysis shows that the systematic errors in the calculated rate 
constants arise from approximations used in the RC-TST/LER 
method are less than 60%. 
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Many reactions in combustion, particularly those involved in 

the formation of aromatic compounds, ploycyclic aromatic 
compounds (PAH), and soot, are complicated processes that take 
place over multiple, interconnected potential wells.  Such reactions 
may be chemically activated, or they may be thermal 
dissociation/isomerization processes.  Some of the former are 
“collisionless” in that the intermediate complexes are so short-lived 
that they effectively do not suffer any collisions under conditions 
that are normally of interest.  However, intermediate complexes 
more commonly live long enough to suffer numerous collisions.  In 
such cases, any of a number of stabilized or bimolecular products 
may result.  These reactions require a theoretical description in 
terms of a time-dependent, multiple-well master equation.  While 
solving the master equation is reasonably straightforward, 
obtaining rate-constant information from the analysis has not 
proven to be a simple task.  In this presentation, we describe the 
methods we have developed for solving the master equation and 
obtaining thermal rate coefficients from its solution.  We use 
reactions involving propargyl radicals (C3H3+H, C3H3+O2, and 
C3H3+C3H3) to illustrate the methods. 

The objective of our efforts is to develop robust, systematic 
procedures for extracting phenomenological rate coefficients from 
solutions to the time-dependent, multiple-well master equation.  
Such an equation can be written in the deceptively simple matrix 
form  
 
d w

G w ,
dt

=  (1) 

 
where G is the transition matrix. The solution to Eq. (1) can be 
written as  
  

( ) ( )ˆw t T w 0 ,=  (2) 

 

where  is the time evolution operator, T̂ j
N λ t

j j
j 0

T̂= g g
=
∑ e , 

and can be constructed from the eigenvalues and eigenvectors of G, 

j j jG g g .= λ   Of course, having the solution (2) does not 

help us very much; what we really want is phenomenological rate 
coefficients, k(T,p), to use in flame models. 

In accomplishing this objective the first point to realize is that, 
although G will likely have several thousand eigenpairs, only a 
small number,  
 
Nchem =S-1, (3) 
 
where S is the number of chemical configurations in the problem 
(wells plus sets of bimolecular fragments), describe chemical 
change.  The remainder relax much faster than these CSE’s 

(chemically significant eigenpairs) and describe internal energy 
relaxation.  At the same time, there are “forward” rate coefficients 
(and all equal number of reverse rate coefficients) embedded in the 
CSE’s. 
 

k
S(S 1)N

2
−

=  (4) 

 
We have derived 2 different methods of obtaining the rate 

coefficients from the CSE’s.  The first (and simplest) is to apply 

Τ̂  to multiple initial conditions and take the limit as t →0.  In 
this case, one obtains  

( )
chemN

i
ji

j=1
k λΤ ij= ∆Χ∑   

 (5) 
and  
 

( )
chemN

i
ji j

j=1
k λ= − ∆Χ∑l l  

 
where ikΤ  is the total rate coefficient for removal of “species” i, 

and  is the i  rate coefficient.  In Eq. 5 ik l → l ij∆Χ  is the 

change in population of the ith configuration (or species) brought 
about by the jth eigenpair; the superscript i indicates that species i is 
the initial reactant.   

The second method exploits the fact that the time evolution of 
the chemical system, regardless of the initial condition, is 
equivalent to the solution of a system of rate equations with the 
rate coefficients, 

chemN

ji i
j=0

k   λΤ = −∑ a j jib

jib

 

 
and  
 

chemN

ji j
j=0

k   λ= ∑l la  

 

where ( )ij ija X j 0= −∆ ≠  and  ( )i0 ia X ,= ∞  the 

population at t = ∞ .  If the aij are considered to be the elements 
of a matrix A, the bij are the elements of B = A-1.  The 2 different 
methods, as expected, give the same results for the rate coefficients 
under normal conditions.   

The power of the methodology is illustrated well by applying 
it to reactions occurring on the C3H4 potential.  We will note 2 
points specifically: 
 

1. The formalism allows one to distinguish unambiguously 
between the one-step process allene ⇄  propyne and the 

two-step process allene ⇄  cyclopropene ⇄  propyne 
even through both processes follow the same reaction 
path on the potential. 
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2. It also allows one to distinguish between the 
dissociations of allene and propyne to propargyl + H, 
even though the allene ⇄  propyne isomerization 
equilibrates much faster than either dissociation.  In fact, 
most experiments are sensitive only to the eigenvalue of 
G that describes the dissociation of the equilibrated 
isomers (allene, propyne, and cyclopropene). 
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Introduction 

Prior to being combusted for propulsion, jet fuel is heated 
during passage through aircraft fuel system components. This heating 
occurs incidentally while passing through fuel pumps, but is 
encouraged via heat exchangers, particularly in advanced military 
aircraft, to remove excess heat from numerous aircraft subsystems. 
Systems which may require cooling include avionics, hydraulics, and 
environmental control. The use of fuel to cool fuel system and 
combustion components is an enabling technology for advanced 
military aircraft. Unfortunately, the heat absorbed by the fuel is not 
always innocuous. When fuel temperatures approach 150ºC, the fuel 
begins to react via an autoxidation chain with the small amount of 
dissolved oxygen present from exposure to air. These autoxidation 
reactions ultimately result in formation of detrimental surface 
deposits and bulk insolubles. These deposits can plug narrow 
passageways in valves, filters, and nozzles and can inhibit required 
heat transfer in heat exchangers. Numerous techniques have been 
investigated to limit the production of deposits, including: fuel 
system design to minimize fuel temperatures, additives to inhibit 
autoxidation and/or deposit formation, deoxygenation, surface 
coatings, and inclusion of “sacrificial” or coke tolerant components.1 
Each of these solutions has corresponding advantages and 
disadvantages which are dependent on the application.  

In recent years chemical kinetic models have been developed 
which simulate the major autoxidation reactions which occur in jet 
fuels.2-4 Development of a widely applicable autoxidation 
mechanism, which includes deposit formation, would greatly aid the 
fuel system design process, and enable the more efficient use of the 
fuel as a heat sink. As jet fuels consist of thousands of individual 
species, which vary in their identity and concentration in different 
fuel samples, it is impractical to build detailed chemical kinetic 
mechanisms. Grouped or lumped mechanisms, referred to as 
“pseudo-detailed” mechanisms, have been used to simulate the most 
important reactive pathways, including the effects of antioxidants 
and catalytic surfaces.2-4 These mechanisms have been combined 
with computational fluid dynamic techniques to simulate the 
complex time and temperature variation in flowing fuel system 
components.5,6 Most recently, initial attempts at including global 
deposit formation reactions to these mechanisms has been 
performed.7,8 

Unfortunately, reliable experimental kinetic parameters are 
often not available for inclusion in these chemical kinetic 
mechanisms. It is desirable to have a consistent and reliable method 
to estimate such parameters. Recently, researchers have begun to 
apply semi-empirical quantum mechanical9 and density functional 
theory10 methods to determine Arrhenius parameters for autoxidation 
reactions. These techniques promise to provide methods to readily 
estimate rate parameters and evaluate the plausibility of candidate 
autoxidation and deposit forming reactions. In the current work, we 
explore the use of ab initio and density functional theory electronic 
structure methods for the calculation of the energetics of autoxidation 
reactions. 
 

Computational Methodology 
All calculations were performed using Gaussian 03 software 

(Gaussian, Inc.) on the USAF Aeronautical Systems Center Major 
Shared Resource Center computational facilities. Frequency and 
thermodynamic calculations were performed at 25ºC and one 
atmosphere pressure. Transition state geometries were calculated 
using the Synchronous Transit-Guided Quasi-Newton method. All 
transition states reported were confirmed to contain a single 
imaginary frequency. Animation of the normal mode coordinate 
corresponding to the imaginary frequency of the transition state was 
performed to confirm connection between the reactants and products. 
Activation energies were calculated from the difference between the 
unscaled zero-point and thermal energy corrected enthalpies of the 
transition state and the reactants. Self-consistent reaction field 
simulations of the effect of solvation was performed using the SCI-
PCM technique with heptane as the solvent.  
 
Results and Discussions 

Initial validation runs were conducted for the calculation of the 
bond dissociation enthalpy of the O-O bond in n-butylhydroperoxide. 
Hydroperoxides are known to be important initiators of autoxidation 
and intermediates in the overall chain process. n-Butylhydroperoxide 
was chosen as a small model molecule of the large chain 
hydroperoxides produced in fuel. Previous work indicates that the 
bond dissociation enthalpies of alkyl hydroperoxides, nearly 
independent of the identity of the alkyl group, is ~45 kcal/mol.11 
Results at various levels of theory using the 6-31G(d) basis set, 
except where noted, are shown in Table 1. The results indicate that 
using electron correlation techniques (all except the HF result) are 
essential to obtain accurate values. The density functional technique 
employed here, B3LYP, is similar in computational cost to HF, but 
yields more accurate values. Ab initio (MP2), complete basis set 
(CBS), and compound techniques (G3B3) yield even better results at 
a significantly higher computational cost. It was concluded that the 
density functional method resulted in the best compromise between 
accuracy and computational cost for the relatively large reaction 
systems that need to be studied in the autoxidation chemistry of jet 
fuel. All subsequent calculations employed the B3LYP level of 
theory. 
 

Table 1. Calculated Bond Dissociation Enthalpies for the O-O 
Bond in n-Butylhydroperoxide Using the 6-31G(d) Basis Set 

Level of Theory/Basis 
Set ∆H 
HF/6-31G(d) 0.3 
B3LYP/6-31G(d) 40.0 
B3LYP/6-31G(d,p) 40.0 
MP2/6-31G(d) 48.8 
CBS-4M 45.0 
G3B3 43.5 
Experiment ~45 

 
One of the most important reactions in autoxidation is the 

propagation reaction in which peroxy radicals abstract a hydrogen 
atom from a fuel species, producing a hydroperoxide and a 
hydrocarbon radical: 

RO2 + RH  ROOH + R 
We have calculated the reaction enthalpies and activation energies at 
the B3LYP level of theory using both the 6-31G(d) and 6-31G(d,p) 
basis sets for the reaction of 2-butylhydroperoxy with a number of 
model fuel species, as shown in Table 2. The data show that, using 
the 6-31G(d) basis set,  the enthalpy of reaction with the benzylic 
hydrogen in ethylbenzene is significantly lower than reaction with a 
secondary hydrogen in n-butane. In addition, the activation energy is 
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significantly lower for the benzylic hydrogen reaction. This result 
agrees with well known higher reactivity of benzylic hydrogens and 
indicates that fuel aromatics, which are typically 15-20% by volume, 
can play an important role in controlling the overall oxidative 
reactivity of the fuel. Also shown in the table are the results for 
reaction with the phenolic hydrogen in ethylphenol and the 
antioxidant species BHT (2,6 di-t-butyl-4-methylphenol). The results 
indicate that these phenolic hydrogens are significantly higher in 
reactivity than even the benzylic hydrogens. The calculations show 
that abstraction of the BHT phenolic hydrogen is the only one of 
these reactions that is exothermic, which explains its high reactivity 
even when employed as an additive at very low concentrations, 
although the calculated activation energy is similar to that of 
ethylphenol. The table also shows results when polarization 
functions, which allow p-orbital character on hydrogen atoms, are 
included in the basis sets (i.e., the 6-31G(d,p) basis set). The results 
indicate that including these additional polarization functions usually 
decreases the calculated enthalpies and activation energies by 
<3 kcal/mol. Previous chemical kinetic mechanisms2-6 for fuel 
autoxidation used activation energy values of 10-12 and 5 kcal/mol 
for the reaction of peroxy radicals with fuel species and antioxidants, 
respectively.  
 
Table 2. Calculated Reaction Enthalpies and Activation Energies 
using B3LYP Density Functional Theory for the Abstraction of 

Hydrogen from Model Fuel Species by 2-Butylhydroperoxy 
Radicals 

Reaction species (abstracted H) ∆H Ea ∆H Ea
 6-31G(d) 6-31G(d.p) 
n-butane (secondary hydrogen) 20.9 20.1 -- -- 
ethylbenzene (benzylic hydrogen) 9.2 15.4 6.7 13.6 
ethylphenol (phenolic hydrogen) 3.4 1.8 3.8 0.8 
BHT (phenolic hydrogen) -4.6 2.2 -- -- 
 

Another important class of reactions in autoxidation is the 
reaction of alkyl or aromatic hydroperoxides with species such as 
sulfides and disulfides via: 

RSR + ROOH  sulfoxide + ROH 
RSSR + ROOH  thiosulfinate + ROH. 

These reactions proceed via a non-radical pathway and can greatly 
slow autoxidation by consumption of the peroxide,12 thereby 
preventing its decomposition into additional radicals which would 
accelerate the chain. It has been proposed that these reactions may 
contribute to formation of deposits.7 Table 3 shows results for 
B3LYP calculations of reaction enthalpies and activation energies of 
the reaction of diethylsulfide and diethyldisulfide with 
n-butylhydroperoxide. The results show that both reactions are quite 
exothermic (ca. -27 kcal/mol), but have significant activation barriers 
(26 to 29 kcal/mol). The magnitudes of these barriers imply an 
interesting competition for the fate fuel peroxides, which can 
decompose unimolecularly with a 45 kcal/mol activation energy, as 
discussed above. Obviously, the concentration of the sulfides and/or 
disulfides present will determine the fate of the peroxides. This 
implies that this fate is quite fuel sample dependent, as the 
concentrations of these species can vary greatly between fuel 
samples. Also shown in Table 3 are calculated results for the reaction 
of fuel peroxides with triphenylphosphine (TPP) via: 

TPP + ROOH  TPPO + ROH 
TPP is known to react readily with peroxides and has been used in 
their quantitation.13 The data show that the reaction is highly 
exothermic with a relatively small barrier. Also shown in the table 
are the calculated values of the transition state imaginary frequencies 
(reaction coordinate) for each of these reactions with hydroperoxides. 

Previous workers have shown that the magnitude of this frequency 
indicates the type of molecular motion of the OH group in the 
transition state.14 In agreement with this previous work, the 
frequencies obtained imply that the sulfide/disulfide reaction 
coordinate is dominated by motion of the hydrogen atom (high 
frequency), while the phosphine reaction coordinate is dominated by 
motion of the oxygen atom (low frequency). 
 
Table 3. Calculated Reaction Enthalpies and Activation Energies 

using B3LYP Density Functional Theory for Reaction of 
n-Butylhydroperoxide with Sulfides and Phosphines 

Reaction species ∆H Ea Transition State 
Imaginary Freq (cm-1) 

diethylsulfide -26.3 26.1 -668 
diethyldisulfide -27.7 28.7 -716 
triphenylphosphine -75.0 12.9 -369 

 
Conclusions 

Ab initio and density functional theory calculations of reaction 
enthalpies and activation energies were calculated for important 
reactions involved in the autoxidation of jet fuel. The results show 
that these computational techniques can yield information that is 
useful in the development of chemical kinetic mechanisms of the 
chain oxidation process. These methods are particularly useful in 
estimating activation energies for reactions that have no previous 
experimental measurements. Currently we are exploring the use of 
self-consistent reaction field calculations to explore the effect of the 
solvent on the reaction energetics of these reactions. 
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Introduction 

Kinetic modeling of processes such as the combustion and 
pyrolysis of hydrocarbon-based fuels is essential for understanding 
their mechanisms and for use of these mechanisms as tools of 
prediction and control. The success of such modeling is currently 
limited by a lack of fundamental information on the rates and 
products of a large number of elementary reactions. This presentation 
will focus on recent computational studies of the kinetics and 
mechanisms of reactions important in the combustion and pyrolysis 
of hydrocarbons and chlorinated hydrocarbons.  

New methods of evaluating reaction energy barriers and rate 
constants were developed: IRTS (Isodesmic Reactions for Transition 
States) and RESLIR (Reactivity Extrapolation from Small to Large 
Molecular Systems via Isodesmic Reactions for Transition States).  

The individual reactions studied include atomic abstraction 
reactions, a series of reactions of molecular cycloaddition, addition 
of radicals to double bonds, and reactions of thermally and 
chemically activated decomposition of chlorinated hydrocarbon 
radicals. 
 
Isodesmic Reactions for Transition States (IRTS) 

Isodesmic reactions,1 i.e., (usually) fictitious reactions that 
conserve the types of chemical bonds and their numbers, are often 
used in computational thermochemistry. Enthalpies of these reactions 
are usually obtained in quantum chemical calculations and it is 
expected that computational errors that are specific to a particular 
bond type will, to a large extent, cancel on both sides of the chemical 
equation. The IRTS method2,3 applies the same formalism to 
transition states. For example, for any two reactions of the same class 
expressed via chemical equations 

 
Reactants(1) →  (TS(1)‡) → Products(1)  (1) 

 
Reactants(2) →  (TS(2)‡) → Products(2)   (2) 

 
one can write a formal isodesmic reaction  
 

Reactants(1) + TS(2)‡ = Reactants(2) + TS(1)‡ + ∆H(ISO)     (3) 
 
provided that the class of reactions is defined by the similarity of the 
chemical transformations taking place and the structures of the 
transition states (TS(i)‡ where i in the reaction number).  

In the IRTS technique, first, the energy barrier E(Ref) for one of 
the reactions within the reaction class (a “reference” reaction) is 
evaluated on the basis of reliable experimental data on the 
temperature dependence of the reaction rate constant, k(T). Then, for 
all other reactions within the class, formal isodesmic reaction 
schemes of the type  
 

Reactants(i) + TS(Ref)‡
 = Reactants(Ref) + TS(i)‡

 + ∆H(ISO(i))    (4) 

 
are written and their 0 K enthalpies, ∆H(ISO(i)), are obtained in 
quantum chemical calculations. Here, Reactants(Ref) and TS(Ref)‡ 
are the reactants and the transition state for the “reference” reaction 
and i is the reaction number. Finally, energy barriers for all cognate 
reactions are calculated using the values of E(Ref) and ∆H(ISO(i)): 
 

 E(i) = E(Ref) + ∆H(ISO(i))   (I)
 
The values of ∆H(ISO(i)) are expected to be accurate due to 
cancellation of errors on both sides of the chemical equation (4); this 
accuracy is expected to propagate into the values of E(i). Note that 
for any two reactions within the class (reactions 1 and 2), the 0 K 
enthalpy of the isodesmic reaction (3) equals the difference in the 
energy barriers of these reactions. Thus, the primary postulation of 
the IRTS technique is equivalent to the assumption that, although a 
particular quantum chemical method may not yield accurate absolute 
values of energy barriers, differences between the energy barriers of 
individual reactions can be calculated with a high degree of accuracy 
for a series of reactions of the same type. 
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Figure 1. Experimental and computational results on the rate 
constants of the reactions of H atoms with methane, ethane, and 
chlorinated methanes and ethanes.  All experimental data are from 
refs 4 and 5 except for the reactions of CH4 and C2H6, where results 
of other direct studies are also shown by open symbols (CH4: open 
circles, ref 6; squares, ref 7. C2H6: open circles, ref 8).  Lines are the 
results of computations with the IRTS method. Different lines 
correspond to different quantum chemical techniques applied 
within the framework of the IRTS method.  
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The IRTS technique has been applied2,3 to three classes of 
reactions: abstraction of H by an H atom, abstraction of Cl by an H 
atom (from chloroalkanes), and abstraction of H by a Cl atom from 
halogenated methanes. These studies demonstrated that the IRTS 
approach yields very high accuracy in predicting reactivity. For 
example, average deviations between calculated and experimental 
rate constants for the seven H + chloroalkane reactions considered in 
ref 2 are only 17 – 24 %, depending on the quantum chemical method 
used within the IRTS technique. 

 
The RESLIR method 

The RESLIR method9 is based on the use of the IRTS technique 
to extrapolate reactivity from small to large molecular systems within 
the same class of reactions. Unlike the previous applications2,3 of the 
IRTS technique, it does not rely on the existence of extensive 
experimental information on the kinetics of at least one reaction 
within the class.  Instead, high-level predictive calculations are 
performed for the reference reaction, which is chosen in such a way 
as to include only small molecules.  

The algorithm of the RESLIR method is as follows. 
1. A class of reactions is defined by the similarity of the 

chemical transformations occurring and the structures of 
the transition states. This class includes reactions involving 
both small and large molecules. 

2. Within this class, a “reference” reaction involving only 
molecules of small sizes is chosen. 

3. Two quantum chemical methods of different levels are 
selected: a low-level (LL) method and a high-level (HL) 
method.  

4. High-level quantum chemical calculations are performed 
for the “reference” reaction to evaluate its energy barrier. 

5. For other reactions of interest within the same class, 
including reactions involving large molecules, isodesmic 
reaction schemes of the type given by equation 4 are 
designed. 0 K enthalpies of these reactions, ∆H(ISO(i)), are 
computed at the low level of theory. 

6. Finally, energy barriers of the reactions of interest are 
calculated using the relationship of equation I.  

The notation RESLIR(HL|LL) is used to indicate the HL and the 
LL methods used within the RESLIR algorithm. 

Evaluation9 of the RESLIR method demonstrates the validity of 
this approach. The accuracy in determination of energy barriers 
achieved by using low-level quantum chemical calculations to 
extrapolate the high-level results for reference reactions to reactions 
involving larger species is clearly better than that obtained if low-
level calculations alone are used. Predictive performance of the 
method was evaluated for two classes of reactions: eleven Diels-
Alder reactions and twenty reactions of the addition of CH3 and CF3 
radicals to C=C double bonds. Fig. 2 illustrates one of the tests of the 
extrapolative ability of the RESLIR method. 

 
Potential Energy Surfaces and Kinetics of the Reactions of 
Decomposition of Chlorinated Hydrocarbon Radicals 

Cl atom departure reactions. Two reactions of decomposition 
of chlorinated hydrocarbon radicals where reactions occur via 
elimination of a chlorine atom and formation of a π bond were 
studied experimentally and computationally.10,11  

 C2Cl3   →  Cl + C2Cl2 (5) 

 CH2CClCH2 ↔     CH2CCH2   +   Cl (6,-6) 

In these reactions, the minimum energy paths pass through shallow 
regions on the PES with energies below those of the separated 
products. Quantum chemical calculations demonstrate that the PES 

of reactions 5 and 6 bears similarity to that of the earlier studied 
reaction12  

 CH2CH2Cl  ↔  C2H4 + Cl (7,-7), 

However, reactions 5 and 6 differ from the CH2CH2Cl decomposition 
by the existence of saddle points between the equilibrium radical 
configurations and those of the shallow “departure” complexes. The 
potential energy surface of reaction 6 is shown in Fig. 3. 

The results of quantum chemical calculations, the rate constant 
values obtained in the experimental study, and literature data on the 
reverse reactions of addition of Cl to π bonds were used to create 
models of reactions 5 and 6. The experimental dependences of the 
rate constants of the forward and the reverse reactions on temperature 
and pressure were reproduced in RRKM / master equation 
calculations. Fig. 4 illustrates the agreement between the 
experimental and the computational results on the rate constants of 
reaction –6, that of addition of Cl to allene to form 2-chloroallyl 
radical. 

 
 

LL = PMP2//BH&HLYP, forward reactions,
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LL = PMP2//BH&HLYP, reverse reactions, 
reactions with large 
spin contamination removed

E0(HL) / kJ mol-1
120 140 160 180 200 220 240

E 0(
R

E
S

LI
R

) /
 k

J
 m

ol-1

120

140

160

180

200

220

240

260

"Ideal agreement" line

a)

b)

 
Figure 2. Extrapolative ability of the RESLIR method. Energy 
barriers obtained in RESLIR calculations using LL = 
PMP2//BH&HLYP and HL = CCSD(T)//BH&HLYP (all with the 
cc-pVDZ basis set) vs those obtained in HL (high-level) 
calculations for 20 reactions of addition of CH3 and CF3 to C=C 
double bonds with six reactions significantly affected by spin 
contamination removed. Data are presented for the forward and the 
reverse reactions. 
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Figure 3. 3-dimensional surface plot obtained in a relaxed scan of 
the PES of reaction 6 using the BH&HLYP/6-311G(d,p) method.  
The minimum energy path of the CH2CClCH2 dissociation to Cl + 
CH2CCH2 proceeds from the CH2CClCH2 equilibrium structure 
through the saddle point TS1 (indicated by a short vertical dash) 
and the I1 plateau.  The inset on the left shows the coordinated 
scanned: the C-Cl distance and the Cl-C-C angle. 
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Figure 4. Experimental (symbols) and calculated (lines) rate 
constants of reaction –6. Experimental data are from refs 13 
(diamond), 14 (filled circles, 5 Torr of CO2, and open circles, 10 
Torr of CO2), and 15 (filled square, 5 Torr of He, open square, 10 
Torr of He, and triangle, 5 Torr of N2). Lines are the results of 
modeling: long-dash dashed line, the high-pressure-limit rate 
constants; short-dash dashed lines, k1(T) for the conditions of ref 
14 (5 and 10 Torr of the CO2 bath gas); solid lines, k1(T) for the 
conditions of ref 15 in He bath gas (5 and 10 Torr); dotted lines, 
k1(T) for N2 bath gas under the conditions of refs 15 (5 Torr) and 
13 (760 Torr). The inset enlarges the part of the plot showing the 
k1 values of ref 15 and the corresponding calculated lines. 

 

Reactions on the PES of 1-chloroallyl radical. The reaction of 
decomposition of 1-chloroallyl radical  

CHClCHCH2 →    H   +  CHClCCH2  (8a) 
  →  CHCHCH2Cl  →  CH2Cl + C2H2 (8b) 

as well as the related reaction of the chloromethyl radical with 
acetylene 

 CH2Cl   +   C2H2  → Products  (9) 

were studied computationally using quantum chemical investigations 
of the potential energy surfaces, RRKM, and Master Equation 
techniques. The results indicate that the mechanism of reaction 9 is 
quite different from that of its non-chlorinated analog 
(CH3+C2H2→H+C3H4)16-19: chemically activated isomerization of the 
adduct via a 1,3 Cl atom transfer is an important channel leading to 
the formation of the resonantly stabilized 1-chloroallyl radical. The 
results have implications for the pathways of aromatics and soot 
formation in the combustion of chlorinated hydrocarbons: chloroallyl 
radicals, due to their stability, are likely to accumulate in large 
concentrations and lead to molecular mass growth via recombination 
reactions. Similarly, a fraction of thermal decomposition of 1-
chloroallyl radical (reaction 8) occurs via a 1,3 Cl atom shift to form 
CHCHCH2Cl with subsequent dissociation into CH2Cl + C2H2.  

Acknowledgement.  This research was supported by the 
National Science Foundation, Combustion and Thermal Plasmas 
Program under Grants No. CTS-9807136 and CTS-0105239, and, in 
part, by the Division of Chemical Sciences, Office of Basic Energy 
Sciences, Office of Energy Research, U.S. Department of Energy 
under Grant No. DE/FG02-98ER14463. 
 
References 
 1.  Hehre, W. J.; Ditchfield, R.; Radom. L.; Pople, J. A. J. Am. 

Chem. Soc. 1970, 92, 4796. 
 2.  Knyazev, V. D. J. Phys. Chem. A  2002, 106, 11603. 
 3.  Knyazev, V. D. J. Phys. Chem. A. 2003, 107, 11082. 
 4.  Bryukov, M. G.; Slagle, I. R.; Knyazev, V. D. J. Phys. Chem. A 

2001, 105, 3107. 
 5.  Bryukov, M. G.; Slagle, I. R.; Knyazev, V. D. J. Phys. Chem. A 

2001, 105, 6900. 
 6.  Sutherland, I. W.; Su, M.-C.; Michael, J. V. Int. J. Chem. Kinet. 

2001, 33, 669. 
 7.  Knyazev, V. D.; Bencsura, A.; Stoliarov, S. I.; Slagle, I. R.  J. 

Phys. Chem. 1996, 100, 11346. 
 8.  Jones, D.; Morgan, P. A.; Purnell, J. H. J. Chem. Soc. Faraday 

Trans. I 1977, 73, 1311. 
 9.  Knyazev, V. D. J. Phys. Chem. 2004, 108, on the web. 
 10.  Bryukov, M. G.; Kostina, S. A.; Knyazev, V. D. J. Phys. Chem. 

A 2003, 108, 6574. 
 11.  Shestov, A. A.; Popov, K. N.; Knyazev, V. D. Manuscript in 

Preparation 2004. 
 12.  Knyazev, V. D.; Kalinovski, I. J.; Slagle, I. R. J. Phys. Chem. A 

1999, 103, 3216-3221. 
 13.  Wallington, T. J.; Skewes, L. M.; Siegl, W. O. J. Photochem. 

Photobiol. A 1988, 45, 167. 
 14.  Farrell. J.T.; Taatjes, C.A. J. Phys. Chem. A. 1998, 102, 4846. 
 15.  Atkinson, D. B.; Hudgens, J. W. J. Phys. Chem. A 2000, 104 , 

811. 
 16.  Kislitsyn, M. N.; Slagle. I. R.; Knyazev, V. D. Proc. Combust. 

Inst. 2002, 29, 1237. 
 17.  Wang, B.; Hou, H.; Gu, Y. J. Chem. Phys. 2000, 112, 8458. 
 18.  Davis, S. G.; Law, C. K.; Wang, H. J. Phys. Chem. A 1999, 103, 

5889. 
 19.  Diau, E. W.; Lin, M. C.; Melius, C. F. J. Chem. Phys.  1994, 101, 

3923. 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  92



TOWARD A SYSTEMATIC VALIDATION OF 
QUANTUM CHEMISTRY IN COMPUTATIONAL 

KINETICS 
 

Carlos A. Gonzalez 
 

Computational Chemistry Group 
Physical and Chemical properties Division 

National Institute of Standards and Technology 
Gaithersburg, MD. 20899 

 
Introduction 

The use of modern computational chemistry methodologies in 
the prediction of molecular properties has become increasingly 
popular mainly due to significant improvements in the algorithms, 
the accuracy of the methods, and the advent of powerful computer 
resources.  This is particularly true in the area of thermochemistry, 
where researchers in industry and academia perform quantum 
chemistry calculations on a routine basis.  Despite this progress, the 
use of similar methodologies in computational kinetics has been 
slow.  In fact, computational kinetics remains an obscure area being 
used most of the time by experts in the field.  There is no doubt that 
the application of quantum chemistry calculations in the area of 
computational kinetics will have a significant impact.  In order for 
this to happen, however, it is critical that reliable state-of-the-art 
methodologies be widely available to the scientific community.  In 
order to achieve this goal, an exhaustive and systematic validation of 
these methodologies is necessary.  However, in stark contrast to the 
case of thermochemistry, determining error bounds in the properties 
computed by quantum chemistry methods necessary for the 
prediction of rate constants have been found to be a daunting task.  
This is particularly true in the case of reaction barriers, ∆E≠, where 
the determination of error bounds is particularly difficult due to the 
impossibility of directly measuring these quantities in kinetics 
experiments where the only observable is a rate constant k(T) that 
varies with temperature and sometimes with pressure. 

In general, theoretical computations of rate constants involving 
quantum chemistry calculations require at least three phases: (1) the 
determination of the reaction mechanism that will provide with the 
reactants, pre- and post-reactive complexes if any, transition 
structures and products involved in the reaction (2) the calculation of 
the energetics (i.e. heat of reactions and reaction barriers) and (3) the 
calculation of the rate constants adopting a particular kinetics model.  
It is common practice to “validate” a particular quantum chemistry 
methodology by direct comparison of the computed rate constants 
and the corresponding experimental values.  However, the 
computation of uncertainty in theoretical reaction barriers is a 
complicated process that depends on numerous factors such as the 
validity of the reaction mechanism adopted, the kinetics model used 
to compute the rate constants, the uncertainty of the experimental 
rate constants and the inherent uncertainty of the quantum chemistry 
methods used.  A “good agreement” between the theoretical and 
experimental k(T)’s does not necessarily indicate that the computed 
reaction barrier is the correct one given that this agreement could be 
the result of fortuitous and non-systematic cancellations of errors.  A 
popular procedure to “measure” the uncertainty of the computed 
barriers is the comparison of these quantities with the activation 
energies, Ea, extracted from fits of the temperature dependence of 
the rate constants obtained experimentally (Arrhenius plots).  
Unfortunately, this approach has no validity given that the Ea’s 
experimentally obtained are just phenomenological constants that do 
not have any formal relation with the “actual” reaction barrier.  It 
would appear then that the estimation of global uncertainties in the 

case of theoretical ∆E≠’s is an intractable problem, and that any 
attempt to compute error bounds on theoretical barriers will have to 
be done within the realm of a series of specific approximations and a 
particular kinetic model used.  In this talk, the difficulties related to 
the validation process of quantum chemistry methods in 
computational kinetics will be discussed.  In addition, possible 
strategies that could potentially lead to a systematic approach in the 
validation of these methodologies will also be presented. 
 
Theoretical Approach 

In this talk we will adopt the Transition State Theory1 (TST) as 
the kinetic model used to compute rate constants.  According to this 
theory, for a bimolecular reaction in gas phase, k(T) is given by the 
following expression:  

 k (T ) = Γ(T ) ×
k

B
T

h
×

Q
TS

(T )

Q
A

(T ) Q
B

(T )
× exp (−

E
0

k
B

T
)  (1) 

where: QA(T), QB(T) and QTS(T) are the total partition functions for 
reactants A, reactants B and transition state at temperature T; Ε0  is 
the barrier height computed as the difference in energies between 
transition states and reactants, including zero-point energy 
corrections (E0 = ∆E≠ + ∆ZPE;  ∆E≠ = ETS – EA – EB ;  ∆ZPE = 
ZPETS – ZPEA – ZPEB); kb is Boltzman’s constant; and h Planck’s 
constant.  Γ(T) in equation (1) indicates the corresponding tunneling 
correction2 at temperature T. The calculation of the reaction rate 
constants using the TST formulation given by Eq. (1) requires the 
proper computation of the partition functions of reactants and the 
transition states.  The total partition function QX(T) of species X (X = 
A, B or TS) can be cast in terms of the translational (QT), electronic 
(Qe), rotational (QR) and vibrational (QV) partition functions: 

  (2) Q
X
(T) = Q

T

X (T )Q
e

X (T )Q
R

X (T )Q
V

X (T )
Close examination of the formal expressions for the partition 
functions QX(T) and the TST rate expression given by Eq. (1) leads 
to the conclusion that the determination of uncertainties of the 
reaction barriers ∆E≠ computed with a particular quantum chemistry 
methodology using experimental rate constants is a daunting task that 
is complicated by the existence of important tunneling effects and the 
fact that it is impossible to directly estimate the accuracy of the 
computed partition functions corresponding to the transition state, 
given that these quantities are not available from the experiments.  
Although these critical issues make it difficult if not impossible the 
determination of uncertainties in the theoretical barriers, it is possible 
to reduce the scope of this task by imposing constraints based on 
certain approximations regarding tunneling and the nature of the 
transition state.  As an example to illustrate this point, we make use 
of the following approximations in this talk: 
 1.-  The kinetics of the reacting system is appropriately 

described by TST. 
 2.-  Tunneling corrections are negligible. 
 3.-  The uncertainty in QTS(T) is exactly the same as the 
uncertainty computed in the case of reactant’s partition functions. 
The first approximation limits the validity of this study to cases 
where the three basic premises underlying TST are applicable1: no 
surface re-crossing is allowed; there is no coupling between the 
tangent vector along the minimum reaction path and other degrees of 
freedom; and the dynamical bottleneck is located at the saddle point 
of the potential energy hypersurface.  The second approximation can 
be satisfied if the reaction under study is not significantly affected by 
tunneling corrections.  In this work, we have chosen a series of 
hydrogen-abstraction reactions at sufficiently high temperature where 
tunneling corrections are known to be close to unity.  This is a very 
critical step, given that it is very difficult to consider the accuracy in 
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the reaction barriers if the computed rate constants depend on the 
model used to treat tunneling effects.  The third approximation is 
very strong and it maybe the hardest to support in a formal manner.  
Given the nature of the transition structures, where bonds are 
partially formed and broken, it is not necessary true that the quantum 
methodologies currently in used will exhibit uncertainties similar to 
the ones obtained in the case of minima such as reactants and/or 
products.  In particular, due to the lack of vibrational frequencies for 
transition states, it is impossible to determine the relative accuracy of 
electronic structure methodologies in the prediction of these 
properties, very important in the calculation of the partition 
functions.  Once these three approximations are made and the 
appropriate set of reactions is chosen, the uncertainty in the 
computed reaction barriers can be obtained by comparison with the 

“experimentally extracted barriers”,   , obtained from Eq. (1) 
and the experimental rate constants and their standard uncertainty.  
This is easily done after introducing the experimental rate constants 
into Eq. (1) and rearranging: 

E0
exp t

  E0
expt(±σ)=kb ⋅T⋅[ln(kb /h)+lnT+lnQ(T)−(1/kbT)(∆ZPE)−lnkexpt(T)]    (3) 

where the errors in T, kexpt(T), Q(T), ∆ZPE have been propagated and 
the term Q(T) is given by: 

 

  
Q(T) =

QTS(T)
QA(T)ŹQB(T)

 

 
Computational Details.  In this work, all reactants, transition 

states and products were fully optimized with the Coupled Clusters3 
in the space of single and double electron excitations (CCSD) using 
the double-zeta plus polarization and diffusion Pople’s basis set4 6-
311++G**.  Harmonic frequency calculations were performed at the 
same level of theory (CCSD/6-311++G**).  Reaction Barriers and 
heats of reactions were computed by performing single point 
calculations on the CCSD/6-311++G** geometries with Couple 
Clusters in the space of single and double electron excitations to 
which triple excitations have been added perturbatively (CCSD(T)).  
The same basis sets were used. 
 
Results 

As an example illustrating the principles behind the 
methodology proposed in this work, we show results for the simple 
abstraction reaction H + CH4 → CH3 + H2.  Figure 1 depicts the 
temperature dependence of k(T) in the high-temperature regime as 
measured by different researchers.  Except for the recommendation 
by Baulch, most of the measurements seem to agree reasonably well 
with each other.  These data sets, together with their uncertainties 

were used in order to extract the corresponding values of  as 
computed by Eq. (3).  The results are shown in Figure 2, where the 
barrier height computed by at the CCSD(T) level of theory described 
before is included for comparison purposes.  The results shown in 
Figure 2 indicate that despite the reasonable agreement between the 
different experiments observed in Figure 1, the corresponding 
experimentally extracted barriers differ significantly.  The most 
surprising observation is the marked temperature dependence of the 

 values.  As Figure 2 indicates, the results by Knyazev and 
Slagle as well as the results obtained by the recommended rate 
expressions of Baulch show a significantly smaller temperature 
dependence.  Although the source of the temperature dependence on 
the experimentally reaction barrier is not well understood, this 

example shows the complexities involved in the validation of 
quantum chemistry methodologies when computing barrier heights. 

E0
exp t

  E0
exp t

 
 

 
Figure 1.  k(T) vs T for H + CH4 → CH3 + H as measured by 
different research groups. 
 
 

 
Figure 2. Experimentally extracted barrier heights for the reaction H 
+ CH4 → CH3 + H using different experimentally measure rate 
constants.. 
 
Conclusions 

In this work critical issues in the validation of quantum 
chemistry methodologies in the computation of reaction barrier 
heights and their application in computational kinetics is discussed.  
It is shown that contrary to the case of thermochemistry, the 
computation of the uncertainty of theoretical barrier heights is a 
daunting task due to the impossibility of measuring barrier heights.  
Finally, it is shown that the use of approximated procedures based on 
a list of reasonable assumptions could be a valuable alternative in the 
estimation of error bounds in the computed barriers when using a 
particular kinetics model.  
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Introduction 

One of the most challenging aspects of creating predictive 
models is gathering the relevant data.  Often data are hard to find or 
are in an inconvenient format.  Reliably establishing the scientific 
pedigree of the data often presents a significant challenge as well.  
Within the chemical kinetics community, the NIST Chemical 
Kinetics Database is a major resource used to gather data on gas-
phase chemical reactions. The data are useful for validating current 
models and constructing predictive models where data on elementary 
rate constants is needed.  The advent of new computer technologies 
and standards offers is substantially impacting the way scientists 
work.  NIST continues to explore new ways of delivering 
information in ways that make this information easily useable and 
targeted to users needs.  In this talk an overview of the NIST 
Chemical Kinetics Database will be given with particular attention 
paid to newly developed and planned functionalities address the 
above concerns. 
 
Database Overview 

The NIST Chemical Kinetics Database is a collection of data on 
rates of gas-phase chemical reactions abstracted from the literature.  
This data is freely accessible at http://kinetics.nist.gov/.  The web 
implementation of the database incorporates a number of useful 
features designed to assist the user in quickly finding the desired 
information.  What follows is a summary of the basic functionality of 
the database.  Information on advanced features will be presented 
later in this paper.  One of the most important features is the search 
engine.  Users are able to search for rate constants by specifying all 
or part of a chemical reaction or by searching the bibliographies on a 
number of criteria (e.g. author, year, words in title).  Chemical 
species may may be identified by one or more names, CAS registry 
number, or chemical formula.  When multiple kinetics results are 
obtained via a search they are grouped by reaction type for easy 
access.  Kinetics data may be viewed in summary or detailed form.  
The detailed form includes a table of rate constant values over the 
range of valid temperatures.  Users have complete control over the 
units user to present the data.  The database will convert all units as 
needed.  Multiple rate expressions may be plotted when a graphical 
representation is desired. 

The remainder of this paper is organized as follows.  The 
organization of the database is described in some detail.  A summary 
of new and planned features for the database is presented.  An 
overview of some of the technologies employed by the database are 
described.  The usefulness of the database for validation and model 
creation will be discussed with particular emphasis on new features.  
Finally, a number of future directions for database development are 
presented. 
 
Database Organization 

The design of a database is important for its overall function.  In 
the following sections, the design and content types of various parts 
of the database are described.  Though the data schema described 
here is realized in a relational database, it will be shown that these 
concepts will apply when the data is delivered in other formats. 

The NIST Chemical Kinetics Database contains three major 
types of data:  bibliography, chemical species, and kinetics data.  The 
bibliography data include all of the expected fields (e.g. year, 
authors, journal, title, pages).  The chemical species data include 
common and systematic names, CAS registry numbers, and chemical 
and semistructural formulas.  The kinetics data is conveniently 
viewed as a collection of smaller data types:  chemical reaction, rate 
expression, pressure dependence, rate data, metadata (descriptive 
information about the rate constant), and reviewer comments.  Each 
of these data types is now discussed in more detail. 

Chemical Reaction. In order to specify a chemical reaction, at 
least one reactant is required, though more reactants may be 
specified.  If the product(s) of the chemical reaction is(are) known, 
then at least on product must be specified.  In many cases, the 
product(s) of a chemical reaction are not known, they need not be 
specified.  In cases where the rate constant measurement is a relative 
one, the relative reaction must be specified as described above.  
Reaction orders are collected for each reaction specified. 

Rate Expression. All rate expressions are collected as 
coefficients of two- or three-parameter Arrhenius expressions.  
Uncertainties associated with individual parameters or with the 
overall fit and valid temperature and pressure ranges are captured as 
well.  Data are always captured in the units used in the reference. 

Pressure Dependence. The data necessary to specify the 
pressure dependence of a rate expression is now stored in the 
database.  The temperature and pressure ranges for which the 
pressure dependent rate expression is valid are captured as well as the 
parameters of the particular pressure dependence equation. 

Rate Data. Data on individual rate constants (at a specified 
temperature and pressure) is now stored in the database.  
Uncertainties associated with each measurement are captured. 

Metadata. Each rate constant in the Chemical Kinetics 
Database is characterized by as many as six descriptors.  Each of 
these descriptors has a controlled list of keywords associated with it.  
The six categories are data type, experimental procedure, excitation 
technique, time resolution, pressure dependence, and analytical 
technique.  By using controlled keyword lists, it is possible to 
broadly classify a large number of abstracted data in a meaningful 
way. 

Reviewer Comments. One of the value-added features of the 
Chemical Kinetics Database is that data abstracters make comments 
on some aspect of the paper.  Frequently these provide valuable 
insight into key aspects of the rate constant determination. 
 
New Features 

A number of new features have been added to the database 
recently, and several others are planned or being implemented at this 
time.  Each of these is discussed briefly below. 

Pressure Dependence. The ability to combine low- and high-
pressure limit rate expressions to provide pressure-dependent rate 
expressions has been added to the database recently.  In the initial 
implementation, a constant expression, an expression due to Troe, 
and an expression used by the NASA data panel are allowed.  
Additional expressions for pressure dependence are under 
consideration.  It is expected that this functionality will dramatically 
increase the usefulness of the database for many users.  This data is 
presented in a tabular form and may also be plotted. 

Rate Data.  In many cases, researchers are interested in the 
actual data collected in an experiment or calculated by a theoretical 
procedure rather than a fit of Arrhenius expression parameters to the 
data.  The capability of capturing individual data points with 
associated uncertainties at a specified temperature and pressure has 
been added to the database recently.  New tools will allow users of 
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the database to refit the data or combine it with other data to obtain a 
new rate expression for a particular chemical reaction. 

Collections.  The concept of a collection is similar to that of the 
“shopping cart” when purchasing items online.  The NIST Chemical 
Kinetics Database allows users to create collections of data while 
using the database.  Items in the collection may be viewed, plotted, 
printed, or output in several formats.  The collection may be 
expanded or reduced as needed. 

Output Formats.  To facilitate easy use of data obtained from 
the NIST Chemical Kinetics Database, output may be obtained in 
several new formats.  Individual (or a collection of) rate constants 
may be output in the familiar “NASA polynomial” format for direct 
import into modeling or other codes which accept this format.  
Collections of rate constants may also be saved in a spreadsheet 
format for further analysis.  Collections of bibliographic data may be 
output in a format suitable for import to several popular citation 
software packages. 

Print Layout.  New stylesheets designed specifically for 
printing database results have been added to the database.  This 
allows users to print a high-quality copy of their results for archival 
or other use. 

Speed.  The database schema and code have been redesigned to 
return results faster than ever.  Previous performance was very 
acceptable, but the latest release of the database should provide an 
even more satisfying user experience. 
 
Technologies 

The NIST Chemical Kinetics Database has been built on a 
foundation of modern web tools.  Among the design goals for the 
database were ease-of-use, portability, reliability, and speed.  We 
have attempted to select tools which meet each of these needs.  There 
are many such tools available, and it is often difficult to select the 
combination which best addresses the problem at hand.  
Nevertheless, certain tools and design practices have emerged and 
are considered "best practices" for web development.  The 
development of the database on the web has followed these "best 
practices" to the greatest extent possible.  In the following sections, 
certain products will be mentioned.  This does not constitute an 
endorsement by the National Institute of Standards and Technology.  
Other products may be as good or better for the intended purpose. 

The database server has several distinct parts.  The "back-end" 
is the database server.  We are currently using the MySQL relational 
database system.  The requirement is simply a database server which 
understands SQL, and there are many such database systems 
available.  The choice of SQL for database communication allows 
considerable flexibility for future applications of the database. 

The web pages are served by the Apache HTTP server which is 
widely used around the world.  This provides with a robust and 
secure platform for the web site.  Nevertheless, there are many other 
web servers available which could be used for the same purpose. 

The software which implements the database features is written 
in Java.  This decision was made largely for portability and because 
of the tight integration of Java to web technologies.  Using Java in a 
web application requires some type of container.  The current 
implementation of the database uses the Tomcat servlet container.  
Web pages are created using Java Server Pages (JSP) and Java 
Servlet technologies.  The Java code is coupled to the database using 
Java Database Connectivity (JDBC) software. 

The software described above implements a great deal of 
functionality of the database and serves as a solid foundation for the 
integration of new technologies which, in turn, enable exciting new 
functionalities.  Perhaps the most important enabling technology for 
the Chemical Kinetics Database as its functionality is extended is the 

extensible markup language (XML).  XML has emerged as one of 
the best technologies for data exchange. 

A number of tools for using and translating XML exist.  The 
database code makes use of the Xerces XML parser and the Xalan 
XLST codes from the Apache Jakarta project to support various 
document operations. 

The simple object access protocol (SOAP) is used for machine-
to-machine communication between an agent on the user’s computer 
and the database server.  The SOAP implementation provided by the 
Apache Jakarta project, Axis, is used. 
 
Modeling 

To this point, a great deal of architecture has been described.  
How do the design goals and considerations and the host of web 
technologies work for the users of the database?  What can a user 
accomplish now that was difficult or impossible a few years ago? 

Proprietary data formats have presented and continue to present 
a considerable barrier to getting work done.  Considerable time on 
many projects is spent converting data from one form to another.  
Each time a new format is encountered, one must spend time and 
effort learning how to retrieve the data before it can be used.  The 
NIST Chemical Kinetics Database has the capability of returning any 
data record as an XML file.  This file is completely described by an 
XML schema which is a formal description of the document content.  
Data returned by the database in this XML format may be validated 
as a quality assurance measure. 

By retrieving XML content from the database, the modeler has a 
means of archiving data in a format which is readily understood by a 
large number of tools and can be readily manipulated and converted 
to the appropriate format. 

Use Cases.  One of the primary goals of the NIST Chemical 
Kinetics Database development is to enhance the user experience, in 
particular by decreasing the opportunity for errors and decreasing the 
time required to obtain the results of interest.  In order to see how 
this might be accomplished, it is helpful to examine two use cases.  
In the first use case, a user who wants to validate research results 
against the available literature values is considered.  This user’s 
interaction with the database might involve the following steps: 

• The user selects a chemical reaction of interest and enters 
this information into an agent. 

• The agent queries the database for the selected reaction and 
returns the available data. 

• The agent plots the user’s data against selected results from 
the query.  An assessment of the similarity to previous 
results is generated. 

• The selected data is exported to the user’s spreadsheet for 
further analysis. 

• The agent remembers the query and the user’s data and is 
able to automatically update the assessment upon request. 

In this example it is seen that the user need enter a query only once 
and that this query might be updated at the push of a button.  It is 
also seen that obtaining the data in a more useful format can be easily 
accomplished.  The benefits increase when one considers repeating 
the procedure outlined above for many reactions.  (Note that while 
some of this functionality exists in the current database, the software 
to accomplish all of the above steps does not exist.  The example 
merely illustrates the possibilities allowed by the database 
architecture.) 

As a second illustration, the use case of a research constructing 
a model is considered.  The workflow might proceed as follows: 

• The user creates a list of chemical reactions of interest and 
enters this information into an agent. 
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• The agent retrieves all information on all of the chemical 
reactions.  The user selects the specific data of interest.  
The agent assists in the selection process by plotting the 
data and comparing to other related data. 

• The data is saved in the NASA polynomial format for 
immediate input into a kinetic modeling program. 

• Six months later, 15 of the reactions have updated 
experimental and theoretical rate constant determinations.  
The agent automatically flags these reactions for review 
and assists the user in updating the list of selected reactions 
and a new set of NASA polynomials is created. 

In this use case considerable savings of time and effort are realized.  
The agent program identifies updated information at the push of a 
button and assists the user in updating the data of interest.  The 
collection may be updated at any time with relatively little effort. 

The two use cases presented serve as examples of the 
possibilities of automatically retrieving data over the web and 
processing it in a useful manner.  Users with a particular need could 
write their own software to use the data in the manner most useful to 
them. 
 
Future Directions 

The expense and time involved in gathering and abstracting data 
for the NIST Chemical Kinetics Database is considerable.  The 
volume of work in the field is increasing each year.  It is becoming 
clear that a new method of gathering data for the database needs to 
be employed.  One obvious solution is to have authors abstract their 
data when they submit their work to a journal.  This technique is 
being successfully employed by the NIST Thermodynamics 
Research Center (TRC).  In this model, NIST would distribute a tool 
to authors which would assist in the collection of the data.  This tool 
would include a number of features designed to reduce errors on 
input.  When the author is satisfied with the data to be submitted, it 
would be submitted to NIST via the journal.  NIST would run 
additional quality checks on the data by comparing it to similar data 
or other models, report any errors to the authors for correction, and 
ultimately make the data available via the database.  In this way 
authors are assured an accurate representation of their work and can 
make their data available as soon as the paper is published. 

Human intervention in data collection is time consuming.  
Frequently a modeler has already specified the data that is needed for 
a particular project.  Manually collecting this data, even via a savvy 
web interface, is a time consuming process.  Using a communication 
protocol such as the simple object access protocol (SOAP) with 
XML, this process can be automated.  In this model, the user's 
computer communicates a request to the database server, and the 
server sends back its response containing the requested data in a 
standard format.  This data is then immediately useable in a model.  
When new values are added or when old values are changed, the 
process can be repeated with no need for human intervention.  In this 
way, models can be kept current at the touch of a button. 

NIST will provide the information on how users may gain 
SOAP access to the database and how to make further use of it.  If 
there is sufficient interest, tools may be provided to perform common 
useful tasks.  These tasks might include constructing a collection of 
NASA polynomials from a list of specific chemical reactions, return 
all data on a particular chemical reaction, and maintaining a 
bibliographic collection on a particular chemical reaction. 

Sample code to demonstrate the basic principles outlined in this 
paper would serve as a building block for further development by 
motivated users with unique data needs.  Such software may be made 
available if there is sufficient interest. 

There are many other future directions for the NIST Chemical 
Kinetics Database.  Part of the mission of NIST is to provide a high 

level of service to its customers.  Feedback on the database and, in 
particular, suggestions for improvement and new features are 
welcomed.  Feedback may be submitted online, via a web form at 
http://kinetics.nist.gov/. 
 
Conclusion 

The NIST Chemical Kinetics Database has been described in 
considerable detail with an emphasis on new features, in particular 
those useful for constructing and validating chemical models.  The 
role of current and emerging technologies in facilitating the use of 
such data has been discussed.  Given the value of the data to 
researchers in a wide variety of fields, the NIST Chemical Kinetics 
Database remains one of the most valuable tools in chemical kinetics.  
Newly implemented and planned features should provide even 
greater value to database users. 
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Introduction 

Chemical looping combustion is a promising technology to 
combine fuel and pure O2 in-situ, allowing for easy CO2 
sequestration later. However, presently the majority of studies on 
chemical looping combustion are focused on gaseous fuel, typically 
natural gas, which has a limited supply and is expensive compared to 
abundant solid fuels, such as coal1-2. Thus, the development of 
chemical looping combustion with solid fuels will prolong the 
service time of our major energy resource--coal. 

The proposed study of chemical looping combustion by solid 
fuel will focus on the investigation of possible processes and the 
establishment of a novel concept for applying the Chemical Looping 
Combustion (CLC) Process with solid fuel3. The theoretical reaction 
enthalpy, chemical equilibrium and chemical reaction kinetics for the 
chemical looping combustion by solid fuel will be studied. In this 
paper, the reduction of the selected oxygen carrier (CuO) using coal 
as the fuel supply in this promising combustion technology has been 
investigated by SDT (TGA+DSC), which simulates a micro-reactor, 
combined with different characterization tools:  FTIR, XRD and 
SEM-EDX. 
 
Experiment and Instrumentation 

Samples.  Two samples were used for the experiments.  The 
first sample, referred to as Coal #1, consisted of only Coal #1. The 
second sample, referred to as a mixture sample, consisted of a 50% 
(by weight) CuO and 50% Coal #1.  

DSC-TGA (SDT).  Approximately 10 mg of sample was placed 
in an alumina pan in an SDT (simultaneous TGA & DTA) 1960 
V3.0F and was heated from ambient temperature at 10 ºC/min to a 
range of 800 ºC to 900 ºC. The experiments were carried out in both 
ultra-pure high (UHP) CO2 and UHP N2. The following parameters 
are collected after testing: time (min), heating rate (oC/min), weight 
loss (%), weight loss rate (%/min), corrected heat flow of reaction 
(w/g), and corrected heat flow rate (w/gmin). 

TGA-FTIR.  Approximately 10 mg of sample was placed in a 
ceramic boat and heated from room temperature to 900 ºC at a 
heating rates of 50 ºC/min in the TGA 951 under flowing (50 ml/min) 
UHP CO2. The Dupont 951 TGA is interfaced to a Perkin Elmer 
1650 series Fourier Transform Infrared Spectrometer (FTIR) with a 
permanent silicon transfer line (length one inch). The purge gas 
carries the evolved gas from the TGA through a 70 ml-sample cell 
with KBr crystal windows. The cell is placed in the IR scanning path 
and is kept at 150 ºC by wrapped heating tape to prevent possible 
condensation. The IR detection range was from 450 cm-1 to 4400 cm-

1. The 3D spectra and profiles of gaseous species evolving from the 
TG system are recorded and analyzed using GRAMS/32 v4 software.  

XRD.  A THERMO ARL X’TRA X-ray diffractometer using 
CuKα radiation was used to analyze each of the samples. A tube 
voltage of 40kV and a tube current of 20mA were used for each 
sample. The samples were scanned every 0.04 degrees from 20 to 90 

degrees. The XRD patterns are identified with a database of over 
80000 inorganic compounds. 

SEM-EDX.  The reaction residue samples were prepared by 
being doped onto carbon tape. The SEM analysis was performed 
using a JEOL LSM-5400 SEM. Attached to the SEM for energy-
dispersive X-ray analysis (EDX) is a KEVEX Sigma 1 system with a 
Quantum detector for elemental analysis down to carbon in the 
periodical table. The instrument operating parameters were as 
follows: electron beam energy, 15keV; working distance, 30mm; 
sample tilt angel, 0o;  In most cases, two elements, Cu and O, were 
selected to be analyzed at 2000X magnification.  

  
Test Results 

SDT Tests at  a higher temperature (900 ºC).  In this test, 
reaction paths, reactivity and reaction heat flows for the 2 samples 
were accurately evaluated using an SDT (TGA+DSC) to simulate a 
micro-reactor at a high temperature (900ºC).  The samples were 
heated at 10ºC/min in 2 different atmospheres (CO2 and N2). Testing 
results are shown in Figures 1 through Figure 2. 
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Figure 1-1. Weight loss history of coal #1 and mixture sample in 
nitrogen with a temperature ramp of 10 ºC/min 
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Figure 1-2. Corrected heat flow history of coal #1 and mixture 
sample in nitrogen with a temperature ramp of 10 ºC/min 
 

The nitrogen atmosphere presented the simplest reaction mode 
for the reduction of the oxygen carrier by coal. Two different 
reactions could have occurred--one is coal pyrolysis, which is 
endothermic, and the other is reduction of CuO by coal pyrolysis 
products, which is an exothermic reaction. Comparison of the weight 
loss history and the corrected heat flow history in nitrogen between 
the Coal#1 sample and the mixture sample are shown in Figure 1-1 
and Figure 1-2, respectively.  

As can be seen in Figure 1-1, as the temperature increases 
starting from atmospheric temperature, 2 peaks evolve at about 50 ºC 
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and about 505 ºC for both samples that are attributed to coal moisture 
loss and partial release of coal pyrolysis products, respectively. Peak 
heights for the coal sample were a little bit higher than those of the 
mixture sample due to the fact that the mixture sample contained 
only half the coal of the Coal #1 sample. As the temperature 
approaches 770 ºC, the peak intensity levels reverse with the mixture 
sample possessing the larger peaks. This implies that the pyrolysis 
products of coal or the gasification of coal char have begun reducing 
the CuO.  As the temperature approaches 890 ºC, pyrolysis is almost 
complete, and the reduction of CuO has also decreased. Due to the 
need for reductants, the reduction process lags behind the pyrolysis 
process until sufficient reduntants have been released. During the 
coal pyrolysis process, the coal initially releases large molecules at a 
low temperature of about 400 ºC with little exothermic enthalpy 
variation. However, above 400 ºC, the heat flow of the mixture 
sample goes up and separates from that of the coal sample, which 
implies that the coupled exothermic reduction reaction of CuO starts 
and proceeds. The exothermic reduction reaction of the CuO in the 
mixture sample compensates for the endothermic pyrolysis process, 
especially around 890 ºC; therefore, the heat flow of the mixture 
sample shows a totally different trend compared with that of the coal 
sample as can be seen in Figure 1-2. It is also implies that the 
reduction reaction of CuO with small pyrolysis molecules is favored 
under higher temperatures. 
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Figure 2-1. Weight loss history of coal #1 and mixture sample in 
carbon dioxide with a temperature ramp of 10 ºC/min 
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Figure 2-2. Corrected heat flow history of coal #1 and mixture 
sample in carbon dioxide with a temperature ramp of 10 ºC/min. 

 

In a carbon dioxide atmosphere, the reaction paths are far more 
complicated. Two more reactions are added to the process compared 
with the results in the nitrogen atmosphere--carbon dioxide 

gasification of coal and coal char, which have strong endothermic 
properties. Comparison of the weight loss history and the corrected 
heat flow history in carbon dioxide between the Coal#1 sample and 
the mixture sample are shown in Figure 2-1 and Figure 2-2, 
respectively.  

As the temperature increases from atmospheric temperature, two 
DTG peaks can be seen at 50 ºC and 505 ºC for both samples. The 
peak at 50ºC corresponds to coal moisture loss, while the peak at 
505ºC could be attributed to the partial loss of coal pyrolysis 
products and/or the carbon dioxide gasification of this product.  Also, 
there may be some coal char gasification. The peak heights are 
different due to the difference in the amount of coal present as 
explained above.  It is assumed that the gasification of coal pyrolysis 
products could improve the reduction of CuO due to the increase of  
small molecular products evolved, such as hydrogen, carbon 
monoxide and methane, which are more reactive toward CuO 
reduction compared with the large molecules present in the nitrogen 
atmosphere. Therefore, no peak is apparent for the carbon dioxide 
gasification process at 770 ºC of the coal #1 sample. However, a 
large peak is seen from the mixture sample. We believe that above 
650 ºC, CuO reduction reactivity is improved due to an increase in 
evolved effective reductants such as H2, CO and CH4, with a 
maximum at about 770 ºC. A large peak is seen for the coal sample at 
890 ºC, which is different from those shown in Figure 1-1 in the 
nitrogen atmosphere. It is assumed that the rapid procession of coal 
char gasification by carbon dioxide at this temperature is responsible 
for this evolution. This weight loss peak should also have been 
observed in the mixture sample tests, but it was not seen.  The 
majority of the CuO is believed to have been reduced in the 650ºC to 
820ºC range before the evolution of reductants at 890ºC.  Thus, at 
temperatures higher than 890 ºC, carbon dioxide gasification of coal 
char is the only reaction occurring in the system. 

The heat flow tests clearly verify the above assumptions, as 
shown in Figure 2-2. Two stages appear in heat flow chart. In the 
lower temperature stage, the heat flow of the mixture sample is a 
little bit higher than that of coal sample due to reduction of CuO. In 
the higher temperature stage, heat flow trend line follows that of coal 
sample to go down due to fact that endothermic property of 
gasification process dominates the whole process. If there was 
reactive CuO still available, then the exothermic CuO reduction 
process should have occurred. After the endothermic peak at 890 ºC, 
the heat flow trend line slowly recovered back to zero which implies 
a slowdown of the carbon dioxide gasification process as carbon 
conversion increases.   
 

Products characterizations by FTIR, XRD and SEM-EDX 
FTIR.  The evolved gas of the mixture sample (50%CuO+ 50% 
Coal#1) in CO2 atmosphere from the TGA tests was sent to the FTIR 
for determination of gas compositions. The 2D FTIR spectras of the 
mixture sample at the individual times were shown in Figure 3. The 
vertical axis is absorbance units. The horizontal axis is in 
wavenumbers (cm-1). H2 can not be detected by FTIR due to its 
symmetrical stretching molecule structure which is the inactive by 
infrared spectroscopy. In the whole process as the temperature 
increases (405, 550, 900 oC), no apparent CO peak appears at spectra 
wavenumber unit of 2178 cm-1. And the main gas constituents of the 
mixture sample were CO2,  at spectra wavenumber units of 2359cm-1 
(main), 674 cm-1 and 3600-3700 cm-1,and H2O at wavenumber units 
of 3800-3900 cm-1and 1400-1500 cm-1with some pollutant species.  
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Figure 3. FTIR patterns of 100% Coal#1 and mixture sample of 50% 
CuO+ 50% Coal#1 at CO2 atmosphere and heating rate of 50 oCpm 

 
XRD.  100mg mixture sample of CuO+Coal#1 (50%:50%) were 

prepared by a DuPont 951TGA for XRD tests. The sample was 
heated from room temperature to 900°C at a heating rate of 100 
deg/min and held for 1hr under CO2 atmosphere with a flow rate of 
50mL/min.  

The XRD spectrums of the mixture sample residue was shown 
in Figure 4. The 2θ angles and its intensities of XRD spectrum for 
the chemical pure reference materials and the prepared mixture 
sample residue were listed in Table 1. Peaks with the higher relative 
intensities were at 43.3º, 30.5º and 50.4º. The 2θ peaks at 43.3º and 
50.4º represent Cu phase in the residue of raw mixture sample after 
CO2 testing. The peak at 30.5º corresponded to sulfur species in the 
residue. There is no obvious peak at 35.5º in Figure 4 indicating 
most of the CuO was converted into Cu in XRD detection limit. In 
Figures 4, there are no apparent peaks at 36.4º and 42.3º, which 
indicates there is no Cu2O in the samples. 

 

Table 1.  XRD Spectrum Data from Library And Sample 

Item 2θ Relative Intensity 
% 

35.5 100 CuO 
38.7 96 
36.4 100 Cu2O 
42.3 37 
43.3 100 Cu 
50.4 46 
43.2 100 CuO+Mt Storm Coal 1:1 

residue in CO2 50.3 23.09 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. XRD characterization of mixture sample sample in CO2 
atmosphere 
 

SEM-EDX.  SEM images of chemical pure CuO sample 
changed a lot after being treated at 900 oC for 1hr in CO2 
atmosphere, as shown in Figure 5 at different magnifications. The 
previous chemical pure CuO particle lost its original rod-like shape 
with dimension of 1-3um under treatment of higher temperature. The 
CuO particles aggregated and developed into larger one with 
dimension of 5-10 um. Their atom weight ratios were close to 
25%:75% by EDX analysis. In CO2 atmosphere, there should be no 
reaction occurred, however, some crystal structure of CuO sample 
may change in higher testing temperature of 900 oC. The SEM 
images of mixture sample of CuO+Coal under being treated at 900 
oC and CO2 atmosphere were shown in Figure 6 at different 
magnifications. Due to larger atom weight of Cu atom in comparison 
with that of carbon atom, the image of Cu should be much brighter 
than that of coal char. This is verified by EDX analysis by selected 
image sites in Figure 7. EDX analysis of the dark site marked with 
square gives very high carbon atom concentration with about 95% 
and that of the brighter site marged with circle gives higher Cu atom 
concentration with 80%, and the oxygen atom concentration is below 
10%. The produced Cu particles melt, aggregate and developed into 
larger cauliflower-like aggregate materials with dimension of 50 um 
or more, those of coal char size. Some small Cu ball observed is good 
proof that Cu produced in CuO reduction process is melted and 
splashed. 

The melting and aggregating of Cu produced will result in loss 
of oxygen carrier capacity. In order to prevent melting and 
investigate the aggregating phenomena of CuO-Cu system, lower 
temperatures are suggested in reduction reactor.  
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Figure 5. SEM images for sample of CuO at 900 oC, CO2 atmosphere 
and temperature ramp of 100 oCpm 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. SEM images for mixture sample of 50% CuO+50%Coal at 
900 oC,  CO2 atmosphere and temperature ramp of 10 oCpm 
 

Conclusions 
In this paper, utilization of coal in chemical looping combustion 

technology was investigated by SDT (TGA+DSC), a simulating 
micro-reactor, combined with the following characterization tools 
including FTIR, XRD and SEM-EDX for detection of reaction 
products. The experiment was focused on reduction of the selected 
oxygen carrier (CuO) by using coal as the fuel supply. Testing results 
indicated that the oxygen carrier (CuO) could be directly reduced by 
pyrolytic products of coal in a N2 atmosphere and by the reducing 
gas evolved during CO2 gasification of coal char. The majority of 
produced gas was found to be CO2 and H2O, which is desired. The 
oxygen carrier (CuO) reduction process started at a lower 
temperature (approximately 500 oC). A Cu phase could clearly be 
observed in the SEM-EDX analysis. A suitable temperature range for 
CuO as oxygen carrier should be below 900 oC in order to control the 
extent of oxygen carrier melting.  
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Introduction 

Heavy oil upgrading and ultra-clean fuel production are critical 
matters for the petroleum industry. Processes must be engineered 
both to increase refinery efficiency and to protect the environment. 
One of the practical ways to achieve these goals is the flexible usage 
of the combination of atmospheric residue hydrodesulfurization (AR-
HDS) and fluid catalytic cracking (FCC). The control and fine-tuned 
optimization of this process would be enhanced through the 
development of high-fidelity reaction models based on the molecular 
characters of feedstock. While this is to be developed for the 
combined process, as a first step, kinetic models of FCC were 
generated and examined. 

 
Approach   

Reaction models are useful tools for process design and control 
of FCC units.  They are used routinely for process optimization: 
determination of appropriate process conditions and selection of 
feedstock.  Traditionally, due to the complexity of the feedstock and 
associated analytical and computational hurdles, lumped modeling 
schemes have been employed for fluid catalytic cracking reaction 
models.1-3  In such schemes, the entire reaction mixture is described 
in terms of lumps, defined based on boiling point, solubility or some 
such physical property.  Each lump represents a large number of 
different molecules with vastly different reactivities.  Consequently, 
lumped reaction models have little chemical significance and limited 
predictive capabilities. 

The new paradigm in reaction modeling is to track each 
molecule in the feed and the product through the process and to move 
toward models having fundamental kinetic information and precise 
predictive capabilities.  These notions of reaction modeling at the 
molecular level have been developed for heterogeneous catalytic 
processes, as well.4-9

The goal of detailed molecular modeling is to develop models 
that have good predictive and extrapolative capabilities over a range 
of process conditions and feedstock.  This requires the incorporation 
of as much fundamental kinetic information as possible.  At the most 
fundamental level the development of such reaction models involves 
modeling of the chemistry at the mechanistic level.  Mechanistic 
models provide several advantages but their solve time can be very 
large.  In typical industrial applications, such as real time process 
control, this can be a very debilitating limitation.  Hence, there is a 
need to develop techniques that allow faster solution of the model.  
One of the model pruning strategies capable of significantly reducing 
model solution time is stochastic rules, selection during the initial 
model construction. 
 
Stochastic FCC Model Building Rules  

In FCC chemistry, two reaction families - protolytic cleavage 
and hydride transfer - lead to a combinatorial explosion of species 
and reactions.  In hydride transfer, each ionic species can abstract H 
from any of the several C-H bonds in the molecule, resulting in new 

ionic species.  The resultant ionic species undergo further hydride 
transfer reactions, and so on, thereby setting off the combinatorial 
explosion.  A typical gasoil has molecules with several C - C bonds 
that are the reactive centers for protolytic cleavage.  Each of the 
many such molecules in a gasoil feedstock can undergo several 
protolytic cleavages resulting in a large number of species and 
reactions.  It is not useful to eliminate these reactions through use of 
reaction rules because each of the reaction is a kinetically significant 
reaction pathway. 

A path towards curtailing the combinatorial explosion is through 
stochastic elimination of protolytic cleavage and hydride transfer 
reactions.  In this scheme, of all the possible kinetically equivalent 
protolytic cleavage or hydride transfer reactions that a molecule can 
undergo only a fraction are allowed.  The choice is made through 
stochastic sampling. 

First an exhaustive list of all the possible reactive sites in a 
molecule is generated.  The probability of reaction at a particular site 
is defined by a probability density function.  In principle, the 
probability of reaction at a particular site can account for differences 
in reaction rate.  For example, certain large functional groups, due to 
geometric constraints, may have a lower probability of reacting at 
particular sites on a zeolite. 

Next, random numbers are generated, and the probability 
density functions sampled to select from the list the specific reactions 
to be modeled.  The reaction rate constants for these reactions are 
scaled up appropriately to account for the fact that only a fraction of 
all the possible reactions have been incorporated in the model.  This 
ensures that the disappearance kinetics for the molecule remains 
accurate although only a few of all the possible reactions are allowed. 

 
A Case Study   

Tetradecane has 13 possible protolytic cleavage sites; 
pentadecane has 14, hexadecane has 15 and so on.  The reaction 
products are similar in each case, namely, carbenium ions in the 
range C2 - Cn-1 and alkanes in the range C1 - Cn-2.  Each of the 
resultant carbenium ions carries out a large number of hydride 
transfers from all of the linear paraffins and other species, thus 
resulting in a combinatorial explosion of the reactions and species.  It 
is possible to select, stochastically, a fraction of the protolytic 
cleavages for each normal paraffin and a few of the hydride transfer 
for each carbenium ion.  This stochastic elimination of the reactions 
greatly reduces the number of reactions. 

The elimination of the reactions through stochastic sampling 
does not significantly sacrifice chemical significance or skew the 
product distribution because of compensation effect.  Since several 
similar molecules undergo similar reactions to give similar products, 
the scaled up reactions of one molecule compensate for the 
eliminated reactions of the other molecules within the same reaction 
family.  The molecules in gasoil are fairly large and the deviations in 
product distribution are sufficiently small for gasoil FCC. 

 
Model Verification 

Models with stochastic rules were developed for a paraffinic 
mixture and compared to the model with all reactions explicitly 
modeled.  The feed for the test case was an equimolar mixture of 
normal paraffins in the carbon range C15 - C24.  Table 1 summarizes 
the model diagnostics for the various models.  Model 1 includes all 
possible reactions and provides the benchmark for comparison.  In 
Model 2 and Model 3, only 1/2 and 1/3 respectively of the possible 
protolytic cleavages and hydride abstractions were stochastically 
selected. 
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Table 1.  Diagnostics for Various Models 

 
 No. of Species No. of Reactions Solution. Time (mins) 
Model 1 625 10677 216.13 
Model 2 417 5022 26.31 
Model 3 403 4563 23.53 
  

 
A simple probability density function (pdf), zero for the end 
positions and uniform elsewhere was used.  The equation for the pdf 
is given by 
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Figure 1 compares the results for the three models.  The results 

for all three models are comparable, thereby indicating that it is 
possible to use stochastic rules without significantly sacrificing 
chemical significance. 
 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

14 16 18 20 22 24

Carbon Number

M
ol

e 
fr

ac
tio

ns

'Model 1'
Model 2
Model 3

 
Figure 1.  Paraffin Concentrations in Product Stream for Stochastic 
FCC Mechanistic Model. 
 

The Models 2 and 3 are significantly smaller than the Model 1 
and solve almost eight times faster. 
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Introduction 
      This presentation is concerned with the chemically activated 
decomposition of alkyl radicals under high temperature combustion 
conditions. Alkyl radicals are the immediate products resulting from 
radical attack on hydrocarbon fuel molecules and hence the first 
intermediate during their combustion. Their decomposition reactions 
lead to the production of a 1-olefin and another smaller alkyl radical 
These reactions are competitive with oxygen molecule attack on the 
radical site and the relative rates determine whether oxidative or 
pyrolytic decomposition mechanisms will be the controlling process.  
We have been concerned with the rate constants for the thermal 
decomposition of the larger alkyl radicals. These involve beta bond 
scissions as well as isomerization processes. The general situation is 
rendered more complex by the contributions from energy transfer 
effects.  We have been able to solve this problem through a 
combination of experiments and theory.  

There remains one class of decomposition reactions that need to 
be covered. This involves the chemically activated decomposition of 
alkyl radicals. Such radicals are formed when hydrogen atoms add to 
the 1-olefins leading to the formation of  alkyl radicals in the 1 and 2 
position.  The new molecular distribution function for the alkyl 
radical will now contain the exothermicity of the reaction. The “hot” 
molecule can now decompose by the reverse ejection of the hydrogen 
atom, be stabilized by collisions with the bath molecule or undergo 
the sequence of reaction involving beta bond scission and 
isomerization. As the temperataure is increased the stabilized radical 
can now also decompose thermally. Thus chemical activation adds 
another level of complexity to the decomposition process. In this 
presentation our aim is to describe the phenomenon and give some 
indication of the consequences of this new contribution to the radical 
decomposition mechanism. 

Practically all the past work on chemically activated 
decompositions have dealt with studies near room temperature (1). 
The consequence is that there are no contributions from the thermal 
decomposition of the stabilized molecule.  The aim of the present 
work is to arrive at a general picture of the case where chemical 
activation reaction is occurring under combustion temperatures 

 
 
  Ethylene          Propene     
  N-propyl           Ethyl 
 

 
             
                   H + 1-pentene <=>1-pentyl* <=> 2-pentyl* 

                                        M                           M 

                             
                                         1-pentyl            2-pentyl 
 
Figure 1: Mechanism for the chemically activated decomposition of 
1-pentyl radical 

 
 
Figure 2: Rate constants for addition to olefins and abstraction from 
alkanes. 
.  
Obviously, at high enough pressures energy transfer will be so fast 
that chemical activated decomposition cannot occur. On the other 
hand if chemical activation is of some importance we will be 
interested in how rate constants and product distributions will be 
effected. 
 
 
Scope of Work 
       The system that we will be describing in detail is the 
decomposition of 1-pentyl radicals formed as a consequence of the 
non-terminal addition of hydrogen atom to 1-pentene.  This is a 
prototypical system that has the features (isomerization and 
decomposition) that is characteristic of all larger alkyl radicals. 
Figure 1 contains the specific process  of interest 
        These reactions are competitive with abstraction from the non-
vinylic hydrogens in the three olefins. This can be seen in Figure 2. 
Here we compare rate constants for abstraction (2,3) with those for 
addition (4). It can be seen that at low temperatures the addition 
reaction is more important despite the large number of abstractable 
hydrogens.  Note that although the 1-olefin contains abstractable 
allylic hydrogens it is known that their rate constants for hydrogen 
abstraction is no more than a factor of 2 or 3 larger than comparable 
secondary hydrogens (5). Thus ignoring addition reactions may have 
serious consequences up to temperatures in excess of 1000 K.  
Abstraction from olefins will lead to the formation of dienes such as 
butadiene. These are much likely precursors of soot than the olefins.  
Thus the addition of hydrogen to the larger olefins has the 
consequence of  giving alkyl radicals another chance to decompose to 
form olefins or be reacted with oxygen. 
 
Procedure 
       Our approach will be to derive the time dependent distribution 
functions for each of the species from the solution of the time 
dependent master equation and then to calculate rate constants on the 
basis of RRKM specific rates (6). A typical distribution function for 
1-pentyl radicals formed as a consequence of non-terminal H-atom 
addition to 1-pentene can be found in Figure 3. It can be seen that 
there are essentially two regions where the distribution function 
above the first reaction threshold is invariant. The first is in the 
region after 10-8 sec.  Here the flux of input radicals is exactly 
balanced by  those that  are stabilized or decomposed.  During this 
time the concentration of deactivated molecule is continually 
increasing.  The rate of thermal decomposition is thus also increasing.  
When the input flux is now balanced by the thermal and chemically 
activated decompositions the second and indeed true steady state is 
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Figure 3: Energy distribution functions as a function of time  at 1 
bar. The vertical lines are reaction thresholds. The first on the right is 
for isomerization. The next two are for C-C bond cleavage. The last 
is for C-H bond cleavage (chemical activation process). The numbers 
are the logarithm of the time. 
 
 
reached. The first steady state is is the situation for the usual low 
temperature experiments. In this case it takes so long for the 
stabilized molecule to reach a concentration where decomposition 
can occur so that the thermal reaction can be ignored ignored. The 
reader is reminded that the transition states used in the RRKM 
calculations are the same for the thermal and chemical activation 
processes. The only difference is in the initial distribution functions. 
For thermal reactions it is of course the Boltzmann distribution. 
 
Results 
      Chemical activation results are usually expressed in terms of 
decomposition to stabilization ratios or for the present purposes the 
branching ratio for product formation. Some typical results can be 
found in Figure 4. At the lowest temperatures the first steady state 
dominates and after a short incubation time one obtains a constant 
branching ratio for the four processes. 1-Pentyl radical is the primary 
product. However some isomerization also occurs. As the 
temperature is increased. One begins to notice the onset of the second 
steady state is observed. At the highest temperatures the two steady 
state region runs into each other. 

A particular point of interest is the relative yields from the two 
isomers . It can be seen that the products from the initial reactant (1-
pentyl) predominate under chemical activation conditions and then 
switches over when the thermal reaction becomes predominant. This 
is understandable in terms of the formation of very “hot” molecule 
initially. Thus the isomerization reaction with its low A-factor and 
despite the low threshold is only weakly accessed. For the thermal 
decomposition process the longer reaction time and the greater 
stability of the 2-pentyl radical  

The possibility of a time varying rate constant  is of course a 
serious problem when one seeks to use such data for simulation 
purposes. However it can be seen that at low temperatures the two 
regions are widely separated. For practical purposes it should be 
possible to simply use the first steady state branching ratio. At the 
higher temperatures this is no longer a problem as far as the 
branching for decomposition is concerned since the two regimes run  
into each other. However on no longer has constant branching ratio 
for the stabilization process. Fortunately under such conditions the 
steady state concentration for the stabilization products is small. Thus 
little error is introduced by using an average value. 
 
 

 
 
Figure 4: Branching ratio for decomposition and stabilization 
products during the chemically activated decomposition of 1-pentyl 
radical from H atom non-terminal addition to 1-pentene. The lines are  
for 1-pentyl formation (light) and product formation from 1-pentyl 
(heavy) and 2-pentyl formation (light-dashed) and product formation 
from 2-pentyl (heavy-dashed). Results are at stated temperature and 1 
bar. 
 
 

Actually it is possible to treat the results in a more rigorous 
manner. Specifically it is possible to first calculate the branching 
ratio on the assumption that no thermal decomposition can take place 
and then calculate the rate constant for the thermal decomposition 
process using the thermal rate constant appropriate for the reaction 
pressure for the situation where stabilization product is linearly 
increasing with time. One can then readily reproduce the curves 
plotted in Figure 4. 

All of these branching ratios are of course functions of the 
pressure. The effects can be seen in Figure 5 and Figure 4b for 
reactions at 550 K. As expected, as the pressure is increased the 
contribution from the chemically activated decomposition is 
decreased. It appears that the ratio of the branching ratios is also 
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Figure 5: Branching ratios as a function of pressure at 550 K. . The 
lines are for 1-pentyl formation (light) and product formation from 1- 
pentyl (heavy) and 2-pentyl formation (light-dashed) and product 
formation from 2-pentyl (heavy-dashed). 
 
dependent on pressure. A particular interesting aspect of the curves is 
that the onset of  the thermal process is not strongly effected by the 
pressure. 
         It is interesting that for OH, the other reactive radical in 
combustion system, chemical activation processes of this type must 
be less important. This is because the barrier for beta bond scission 
involving an OH radical is much lower than that for C-C bond 
cleavage.  Hence OH is more likely to abstract.  The consequence is 
that it is in oxidative systems that more dienes are likely to be 
formed. On the other hand they are more likely to be destroyed than 
in the pyrolytic system. These uncertainties on the relative 
importance of various processes can only be settled when detailed 
simulations are carried out. 

 
 
Summary 
        We have demonstrated the necessity of considering chemically 
activated decomposition of alkyl radicals during the decomposition of 
hydrocarbon fuels under combustion conditions. This is because 
hydrogen atom additions to olefins are at least as important as 
abstraction processes at temperatures up to 1000 K. Through the 
solution of the time dependent master equation branching ratios for 
product formation and reactant stabilization have been determined 

using the 1-pentyl decomposition as an illustrative case. The new 
feature brought about by the high temperatures to chemically 
activated processes is the contributions from the decomposition of the 
deactivated molecules.  At sufficently high temperatures the 
chemically activated and thermal procress merge into each other and 
simplifies the treatment methodology.  
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Introduction 

The Chemical Percolation Devolatilization (CPD) model1 was 
originally developed to describe coal pyrolysis using a description of 
coal chemical structure.  This model has already been extended to 
apply to other materials, including polyurethane foams. In this work, 
the CPD model is applied to black liquor pyrolysis.  This project is 
part of the development of a generalized model for describing the 
devolatilization of low-grade fuels such as black liquor and biomass.  
Black liquor is the post pulping residue made up of Kraft lignin 
(slightly different than the original lignin) and residual carboxylic 
acids (from the hemicelluloses).  The use of a network pyrolysis 
model like the CPD model has the advantage of being more 
mechanistic than simple 2-step models, as well as being applicable to 
a wider range of heating rates and pressures. 
 
Model Background and Application 

The CPD model was developed by Fletcher and coworkers1 to 
describe coal pyrolysis using five parameters to describe the unique 
chemical structure of individual coal types (Table 1). Coal is 
described as a series of aromatic clusters connected by labile or char 
bridges. Side chains are also attached to the aromatic units. A kinetic 
model determines rates for bridge breaking, and the relationship 
between bridges broken and detached clusters is modeled using 
percolation statistics for Bethe lattices. A pressure-dependent vapor-
liquid equilibrium model determines the release of detached clusters. 
A crosslinking model describes reattachment of metaplast to the char.  
The model has been demonstrated to predict tar and light gas 
pyrolysis yields as a function of time, temperature, heating rate, 
pressure and coal type. 
 

Table 1. Five Structural Parameters 
MWcl Molecular weight of the cluster 
Mδ Molecular weight of side chains 
σ+1 Coordination number (number of attachments 

per cluster) 
po Initial fraction of intact bridges 
co Initial fraction of char bridges 

 
The first four parameters in Table 1 are traditionally determined 

from 13C NMR measurements in the parent fuel. The fifth parameter 
(c0) must be found empirically, and was set to zero in this work.   

The CPD model uses a coal-type independent set of parameters 
for the kinetic model.  The kinetic model uses competing reactions to 
predict volatile yields as seen in Figure 1.  A broken or intermediate 
labile bridge can either form two side chains (one for each cluster) or 
else form a stable char bridge releasing part of the bridge as light gas. 

 

bridge activated
bridge

2 side
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char bridge + 2 gas

2 gas
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kg

 
Figure 1. Kinetic Model 

For coals, the model was developed assuming a base structure of 
aromatic clusters connected by bridges, with side chains attached to 
the aromatic carbons. This approach was used to model black liquor 
based on average chemical structural parameters.  In an alternate 
approach, structural and kinetic parameters are also determined for 
each component of biomass (hemicellulose, cellulose, and lignin).  In 
the hemicellulose and cellulose, the base “cluster” unit was set to be 
the single anomeric carbon with its associated hydrogen. 
Hemicellulose is composed mainly of xylan and glucomannan. CPD 
model parameters are shown here for for black liquor and xylan. 
 
Experimental Method 

The CPD model has been previously used to predict biomass 
and black liquor volatile yields with limited success; results of 
previously published modeling attempts2,3 were not reproducible due 
to insufficient documentation or numerical errors. However, the 
parameters reported in these two studies were useful in guiding this 
work. 

The structure of a black liquor sample was analyzed by 13C 
NMR spectroscopy.4 Because black liquor consists largely of lignin, 
which is similar in structure to low-rank coals, initial kinetic 
parameters were originally set to the coal-independent values. 
Optimization of these kinetic parameters for black liquor was then 
performed by comparison with black liquor devolatization data. 

Xylan structural parameters were derived from theory alone.5 
The kinetic parameter guesses for xylan were originally set to those 
reported by Sheng and Azevedo3 for hemicellulose, then optimized 
by comparison with data. 

Modeling of the three other constituents (cellulose, lignin, and 
glucomannan) is currently in progress. 
 
Experimental Data 

Webster et al.6 measured black liquor pyrolysis yields in a 
nitrogen-purged furnace as a function of temperature. The black 
liquor was finely ground and 0.7 g was placed in a ceramic crucible. 
The black liquor was placed in the furnace for 10 minutes, where it 
was heated at a rate of 100 K/s to the desired final temperature.  Data 
were also obtained by Iisa7 in a laminar entrained flow facility, with a 
heating rate of approximately 104 K/s and residence times of less than 
a second. 

Data on pyrolysis of xylan were obtained as a function of 
temperature at a heating rate of 0.33 K/s in a TGA by Alen et al.8 
 
Results and Discussion 

Structural Parameters.  The NMR analysis of black liquor 
yielded a value for the coordination number (σ+1) of 3.6, which was 
used in the model.  The coordination number found theoretically for 
Kraft lignin was 3.5, which was similar to the NMR results for black 
liquor but lower than the value of 4 used by Sricharoenchaikul.3 The 
initial fraction of intact bridges (po) determined from the NMR 
analysis was 0.33; the percolation threshold (1/σ) where no connected 
lattice exists was 0.38 for this sample.  This indicates that the 
measured value of po is not feasible. The NMR measurements may 
have been affected by the silica gel mixed with the black liquor 
sample or by the inherent minerals and/or the high oxygen content of 
the black liquor.  The value of Mδ = 60 measured by NMR also 
seems incorrect based on theoretical lignin values (34-39); so a value 
of 37 was used. Finally, a value of MWcl of 292 was used, which was 
close to the value of 297 determined by NMR. 

Xylan exhibits slightly different chemical structures in 
hardwood and softwood. Both are sugars consisting of a backbone of 
xylose, but each has slightly different attachments. Hardwood xylan 
has methoxy-glucuronic acid side chains attached to every tenth 
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xylan molecule. Softwood xylan has more methoxy-glucuronic acid 
(attached to every fifth xylan molecule), but also has an aribinose 
attachment every 10th xylan.5 Even with these differences, the final 
structural parameters determined for the CPD model for both 
hardwood and softwood xylan were similar, and were set to be 
indentical. Xylan therefore is assumed to have three attachments, all 
intact bridges: 1 ether bridge, and 2 bridges that comprise the sugar 
ring and attached side chains. Table 3 reports the structural 
parameters for both black liquor and xylan used here. 
 

Table 3.  Structural Parameters 
 MWcl Mδ po σ+1 
Black Liquor 297 37 .71 3.6 
Xylan 85 24 1.0 3.0 

 
Kinetic Parameters.  Table 4 reports kinetic values obtained 

through fitting available measured volatile yields.  Since the approach 
was to start with the coal-independent values and change as few 
parameters as possible, any changes for black liquor parameters are 
highlighted.  For xylan, any changes made from the hemicellulose 
parameters of Sheng and Azevedo2 are highlighted. 

 
Table 4.  Kinetic Parameters 

 Coal1 Black 
Liquor 

Hemicellulose2  Xylan 

Eb 2.60E+15 3.66E+18 1.00E+18 1.18E+18 
Ab 55400 55400 51500 51500 
σb 1800 1800 2500 100 
Eg 0.9 0.9 0.01 1.08 
Ag 0 0 -4900 0 
σg 3.00E+15 6.33E+08 5.00E+12 5.00E+12 
ρ 69000 41000 38200 38200 
Ec 8100 3663 5000 5000 
Ecross 3.00E+15 3.00E+15 3.00E+15 3.00E+15 
Across 65000 65000 65000 65000 

 
Total Volatiles.  Only total volatile release was measured in 

these experiments; tar yield and gas species data were unavailable.  
Figure 2 shows that a good fit of both the Webster data and the Iisa 
data can be obtained using the parameters in Table 2.  The high 
temperature data (above 1100 K show mineral release, which is not 
treated by the CPD model.  The modeling results for black liquor are 
actually the results of separate computations at each temperature. 

A comparison of CPD model calculations with xylan data is 
shown in Figure 3.  A very good fit to these data was achieved, 
matching the main rise in volatiles yield at 550-600 K as well as the 
final yield under these slow heating conditions.  The initial mass 
release (below 500 K) is thought to be early CO2 and/or H2O release, 
and is not treated here.   
 
Summary and Conclusion 

The CPD model was shown to match limited data from black 
liquor pyrolysis using realistic chemical structure parameters and 
changes to 4 kinetic parameters from the values used for coal.  The 
beginnings of a biomass pyrolysis model were shown by matching a 
portion of hemicellulose data (i.e., xylan).  Predictions for cellulose 
and lignin pyrolysis are currently underway. 
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Figure 2. Comparison of CPD model calculations with black liquor 
pyrolysis data of Webster et al.6 and Iisa.7 
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Figure 3. Comparison of CPD model calculation with xylan 
pyrolysis data of Alen et al.8
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Introduction 

Light hydrocarbons such as natural gas and liquefied petroleum 
gas (LPG) can be a convenient and promising source of hydrogen for 
PEM fuel cell 1, 2, 3. The components in natural gas and LPG include 
methane, ethane, propane, propylene, butane and pentane. 
Autothermal reforming (ATR) is an attractive practical process 2. 
Hydrogen-rich gas can be produced through catalytic reforming of 
the hydrocarbons in the presence of air and steam, followed by water 
gas shift (WGS).  

The reaction between fuel and steam is endothermic and the 
reaction between fuel and oxygen is exothermic. Thermodynamic 
analysis of the autothermal process includes global mass balance, 
equilibrium of reactions and energy balance. Ahmed and Krumpelt 2 
studied efficiency of reforming processes for different fuels under 
conditions of thermo neutrality. Their work presented maximum 
hydrogen yield from global chemical reaction. Theoretical maximum 
fuel processing efficiencies were determined based on vehicle 
applications and included losses associated with exhaust gas 
discharge without heat recovery, i.e. water in vapor state, LHV basis. 
Lutz et al. 4 applied global reaction balances and chemical 
equilibrium in their analysis. Oxygen-to-carbon ration (O/C) and 
steam-to-carbon ratio (S/C) were optimized using only chemical 
equilibrium at high reforming temperature. Heat loss of the process 
was not addressed. Avci et al. 3 reported a sophisticated simulation 
involving detailed reaction path. Not only thermodynamic data but 
also conversion data and kinetic equations were included.  

This paper presents a simple analysis including global reaction 
balance, chemical equilibrium, and changes in enthalpy through the 
process. Process parameters, O/C and S/C, are optimized at 
maximum fuel processing efficiency under thermo neutral condition.  

 
Thermodynamic Analysis 

 
Figure 1.  Schematic diagram of the reforming process. 

 
The reforming process studied is shown in Figure 1. Light 

hydrocarbon fuels, air and water are introduced at 298 K, 1 atm. The 
inlet stream is heated by heat exchange with hot gases from 
downstream components. Above light-off temperature, the 
hydrocarbons start to react. Autothermal reforming is carried out at 
high temperature TR. After the ATR the gases are cooled and undergo 
water-gas shift at Tw to reduce CO. Autothermal reforming and 
water-gas shift are included in the analysis. Further removal of CO is 

on a unit amount of fuel. Thermodynamic data are taken from 
FACTSage software and NIST WebBook 

not included and will be discussed later. The energy balance is based 

lyses of hydrocarbons, 
meth

5. 
Mass balance. Thermodynamic ana
ane, ethane, propane, propylene, butane and pentane, are 

performed. General reaction for fuel processing is presented below.  
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In the equations, A stands for O/C, S for S/C (H2O/C), TR for 
reforming temperature, and TW for water gas shift temperature. 
Complete conversion of hydrocarbons is assumed in catalytic 
reforming. From the equations, the amount of hydrogen generated is 
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o. However steam is required to shift equilibrium 
towards hydrogen generation. 

Chemical equilibrium.  

2  mol, which seems to be independent of 
steam/carbon rati

Equilibrium is assumed to be reached 
for autothermal reforming and for water-gas shift. The equilibrium 
constant for water-gas shift reaction is expressed as: 
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Energy balance. a. Heat of reaction (kJ/mol fuel) for ATR and 
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tions and changes in enthalpy of hot streams. Heat loss from 0% 

to 50% is discussed. Heat loss of 20% is used in comparison of 
hydrocarbons. 

e. Energy in exhaust gas includes 
of steam. Recovery this part of heat will increase the thermal 

efficiency of the reforming process. In addition, it is assumed that the 
fuel cell will utilize about 80% of hydrogen fed to it and that the 
exhaust gas will contain about 8% hydrogen. Combusting the 
hydrogen from the fuel cell exhaust gas can improve the efficiency 
for the overall process of fuel to electricity. 

Optimization of S/C and O/C.  Proc
 are optimized by maximizing fuel processing efficiency (η) 

without external energy input.  
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EB is energy balance and M is mole of gas.  Higher heating values 
(HHV) of hydrogen and of hydrocarbons are used, since final exhaust 
gas might be cooled before discharging. 
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The calculation is conducted taking 1 mole fuel as the basis and 
298 K, 1 atm as the base state. Temperatures for ATR, WGS and fuel 
cell are selected to be 1073K, 573K and 353K, respectively. The 
ener

 cooled. Energy in the 
exhaust gas, Q , is not included in the above energy balance.  

HV) is 
rogen, but heat loss and energy discharged 

with

Figure 2.
propane.  

gy balance is expressed as (kJ/mol fuel): 
lossWGSRATRRV QHHHHHHHEB −∆+∆+∆+∆+∆+∆+∆−= )( 353

573
573

,
573
1073

1073
,

1073
373

373
298

Depending on whether the rejected hydrogen will be combusted, the 
exhaust gas from fuel cell may be heated or

H 
Results and Discussion 

Distribution of energy in autothermal reforming of propane. 
In autothermal reforming, chemical energy of hydrocarbons (H
converted to that of hyd

 exhaust gas can’t be avoided. Figure 2 gives an example of 
energy distribution in autothermal reforming of 1 mole propane. Heat 
loss is 20%. CO is assumed to be completely converted to H2. The 
fuel processing efficiency of the process is 85.5%. Up to 4% 
efficiency improvement can be achieved by recovering sensible and 
latent heat in the exhaust gas. Combusting the rejected hydrogen 
(18.0% of the total in Figure 2) can considerably improve fuel 
utilization.    

 
  Distribution of energy in autothermal reforming of 1 mole 
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Figure 3.  Heat budget for steps in the reforming process. 
 

Figure 3 shows changes in enthalpy for each step and 
 aising 
hree steps. 

hen

s between hydrocarbons are small, except for propylene. 
The 

 

Fuel 

cumulative enthalpy changes in fuel processing.
emperatures of the inlet stream requires heat in the first t

R
t
T , ATR and WGS reactions and cooling of the hot exit stream 
release heat for heat exchange. Note that in real situation, inlet gases 
only need to be heated to light-off temperatures of hydrocarbons to 
start ATR. In that case, step 3 will be less negative and step 4 (ATR) 
will be less positive, but the net sum of step 3 and 4 will be the same. 
If the heat loss of the process can be maintained at or below the small 
positive enthalpy value shown at the end of cumulative enthalpy 
change (Figure 3), then the process does not require external heat 
addition. 

Hydrocarbons. Results of optimization for hydrocarbons with 
20% heat loss are summarized in the upper part of Table 1. The 
difference

higher S/C and lower O/C value for propylene result from lower 
ratio of H/C and higher energy content for propylene. Fuel 
processing efficiencies are around 85% to 87%. Hydrogen in 
reformate is about 40%. O/C is around one and S/C is about 1.3. 
Operating at this low S/C ratio could cause coking on catalyst 
surfaces. Combusting the rejected hydrogen from the fuel cell will 
lead to higher optimal value of S/C and improve the conversion 
conditions.  

 
Table 1.  Results of Thermodynamic Analysis for Hydrocarbons 

with 20%  Heat Loss, and Propane with 0-50%  Heat Loss.  

Heat 
loss 
(%) 

processing 
efficiency 

O/C S/C 
H

(%) 
2 

(%) 
Methane 1.16 1.17 42.7 20 87.0 
Ethane 1.03 1.28 20 86.0 41.1 
Propylene 20 85.0 0.851 1.44 40.5 
Propane 20 85.5 1.01 1.30 40.1 
Butane 20 85.3 0.991 1.31 39.6 
Pentane 20 85.1 0.983 1.31 39.3 
Propane 0 91.8 0.860 1.58 43.0 
 10 89.0 0.926 1.44 41.7 
 20 85.5 1.01 1.30 40.1 
 3  5 78.8 1.16 1.04 36.7 
 50 69.0 1.40 0.693 31.6 

 
Heat loss. Th wer p f Tab how  results for 

propane with 0% to 50% heat loss. At higher heat loss, more fuel is 
oxidized to provide heat, causing O/C to be higher, and S/C and 
proc

 with oxygen. 
The 

f global mass 
mical equilibrium, and changes in enthalpy in the 

proc

; Krumpelt, M. Int. J. Hydrogen Energy, 2001, 26, 291-301. 

e lo art o le 1 s s the

ess efficiency to be lower. Thermal integration and adequate 
insulation are important for fuel processing efficiency. 

CO reduction. At 573K about 2% CO is left after WGS. 
Further CO removal can be achieved by WGS at temperature below 
473K, by methanation, or by preferential CO oxidation

latter two options may result in a reduction of hydrogen, as 
methanation of CO consumes hydrogen and in preferential oxidation 
as much as double amount of air needed is injected 6. 
 
Conclusions 

Thermodynamic analysis of autothermal reforming of light 
ydrocarbons was performed with consideration oh

balances, che
ess. The simple analysis provided good understanding of 

autothermal reforming of light hydrocarbons. Thermal integration 
and insulation were of design importance. Operating parameters, S/C 
and O/C, were optimized with no external heat input. The optimal 
values for hydrocarbons are similar, except for propylene. Heat 
recovered from the fuel cell exhaust gas will provide small 
improvement in the fuel processing efficiency. Combusting hydrogen 
rejected by the fuel cell is favored for the overall fuel utilization, as 
well as for avoiding the coking problem due to low S/C. 
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Introduction 

There is currently great scientific and public interest in the 
future prospects of a hydrogen-based energy economy.1-2  The 
potential advantages of a Hydrogen Economy are far reaching, from 
the promise of an environmentally clean energy source through 
utilization of renewable fuels to an enhanced energy security where 
we are no longer dependent upon petroleum reserves. If we are to 
successful transition from an oil based energy economy to a 
hydrogen based energy economy significant progress in research to 
increase the efficiency and life time of fuel cells, decrease the 
economics costs of hydrogen production and the discovery of new 
materials to store adequate volumetric and gravimetric quantities of 
hydrogen, especial for on-board FC vehicular applications are 
needed.  Recently, two critical reports suggested that significant new 
effort in fundamental research focused on these three crucial areas, 
storage, production and FC’s, will be paramount to the success of a 
hydrogen economy.3-4    

Our group has been working on developing a better fundamental 
understanding of the chemical and physical properties of amine 
borane complexes.5-7  These materials, especial ammonia borane 
(AB), NH3BH3 have high theoretical gravimetric (0.195 kg H2/kg) 
storage density.  AB is isoelectronic with ethane yet is a solid at 
ambient temperatures with a density of 0.75 gm/cc providing a 
volumetric density of (0.142 kg H2/liter).   AB is composed of a 
network of non-classical dihydrogen bonds formed between the 
hydridic hydrogens on boron and acidic hydrogen atoms on nitrogen 
(N—Hδ+ ….. δ¯H—B), H… H bond length of 2.02 A. (Figure 1.)  A 
recent neutron diffraction spectra shows that the molecule is 
composed of linear (∠156) N—H --- H and bent (∠106) B—H --- H 
bonds.8  The hydrogen bonding network makes AB a molecular 
crystal that undergoes a phase transition from orthrombic to 
tetragonal at -40 ºC. 

 
 

Figure 1.  Schematic illustrating network of dihydrogen bonding 
complex of ammonia borane (NH3BH3).  

 
Ammonia borane (borazane) has been examined as a potential 

hydrogen storage material.9-11  Upon heating hydrogen is generated 
from the solid state however, little is known about the mechanism for 
release of H2.  At first glance, the dihydrogen bonding feature (N—

Hδ+ ….. δ¯H—B) could lead one to believe that this may be a favorable 
step towards a bimolecular transition state leading to the formation of 
molecular hydrogen.  However, there has not been an unambiguous 
test of the reaction mechanism. 

 In this work we present spectroscopic experimental studies 
design to elucidate more about the potential mechanism for H2 
formation from amine borane complexes in the solid state and by 
catalytic pathways in solution.  The solid phase thermal reaction 
involves a bimolecular dehydrocoupling reaction to yield a new B-N 
bond, i.e., HNB-H --- HNBH to yield HNB-NBH in contrast to our 
observations of the catalytic pathway involves the intramolecular 
abstraction of H-H from a single H-NB-H molecule to yield N=B 
intermediate.12

 
Experimental 

Differential Scanning Calorimetry. DSC analyses were 
performed using a Netzsch STA 409 TGA/DSC and a Pfeiffer 
QMS300 MS or a Setaram C80 Calorimeter. In the Netzsch 
equipment a heated fused silica capillary (200 ˚C) was used to 
transfer the off gas from the TGA to the MS. The MS uses a standard 
electron impact ionization detector. The MS scanning rate was 12 
seconds for a range of 1 to 100 amu.  A thermal ramp of 1 ˚C/min 
from room temperature to 200 ˚C using an argon flow of 20 cc/min 
was used in our analysis. 
 
Results and Discussion.  

Elucidation of the mechanistic pathways leading to the 
formation of hydrogen from Ammonia Borane.   We have used a 
combination of D-labeling and calorimetry experiments to gain 
insight into the mechanistic pathway leading to the formation of 
molecular hydrogen from ammonia borane.  Currently it is not even 
known if the reaction proceeds by a unimolecular (eq 1)13 or 
bimolecular pathway (eq 2-3).14-16

 
(1)  2 NH3BH3   NH3BH2-NH2BH3 + H2  
(2)  NH3BH3   NH2=BH2 + 2H2    
(3)  xNH2=BH2   (NH2BH2)x  
 
If reaction 1 is the mechanistic pathway then it follows that the dimer 
would form oligomers through subsequent bimolecular 
dehydopolymerization pathways (eqs 4-5). This bimolecular pathway 
involves the BH from one molecule of AB with the NH of another 
AB molecule to form a new B-N.  

 
(4)  NH3BH3  + NH3BH2-NH2BH3  

 NH3BH2-NH2BH2-NH2BH3 + H2   
(5)  NH3BH3  + NH3BH2NH2BH2-NH2BH3  

 NH3BH2-NH2BH2-NH2BH2-NH2BH3  + H2     
 
Temperature-program desorption mass spectroscopy. H2, D2 

and HD formation  from a mixture of NH3BH3 + ND3BD3. In order to 
differentiate between a bimolecular and unimolecular hydrogen 
formation pathway deuterium labeled ammonia borane adducts were 
prepared.  A solid state mixture of NH3BH3 + ND3BD3 (50/50 wt/wt) 
was prepared by dissolving the each isotopically pure material in 
THF. Then equal volumes of the THF mixtures were mixed together 
and the solvent removed under vacuum. The solid mixture was then 
analyzed by raman spectroscopy to demonstrate that there was no 
exchange reactions occurring during our mixing procedure leaving us 
with an intimately mixed solid containing both NH3BH3 + ND3BD3 
(no ND3BH3 or NH3BD3). There are two different outcomes for gas 
formation that are expected for a bimolecular and a unimolecular 
pathway: if the reaction occurs by a bimolecular pathway we should 
be able to observe a complex statistic mixture of H2, D2 and HD on 
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the other hand if the reaction proceeds by a unimolecular pathway 
then we should observe only H2 and D2 and no HD should be 
detected.  

 
Bimolecular 

NH3BH3 + ND3BD3  NH3BH2-ND2BD3 + HD 
NH3BH3 + NH3BH3  NH3BH2-NH2BD3 + H2
ND3BD3 + ND3BD3  ND3BD2-ND2BD3 + D2
 

Unimolecular 
NH3BH3 + ND3BD3  NH2BH2 + ND2BD2 + H2 + D2

 
Ramping the temperature of the 50/50 wt/wt mixture of (NH3BH3 + 
ND3BD3) to 200 C generates the formation of all three species, f H2, 
D2 and HD, with the predominate observed product HD>H2>D2.   

 
Calorimetry. Kinetic Analysis of Hydrogen Loss from Solid 

State NH3BH3 – Isothermal Calorimetry.   The time-dependent 
behavior of the isothermal DSC curves (Figure 2) shows sigmoidal 
features indicative of auto catalytic behavior. There appears to be an 
onset delay before the reaction begins, followed by a rapid evolution 
of hydrogen reaching a maximum output followed by a rapid decay.  
These time-dependent traces are characteristic of solid state 
nucleation and growth kinetic models.  Thus, one interpretation of 
the DSC data suggests that there may be two activated processes, the 
rate limiting step, a nucleation event, followed by a much more rapid 
growth, of polymer, until a significant amount of the hydrogen is 
released and then the reaction slows down again as the starting 
material is consumed. 

Figure 2.  Isothermal DSC curves for the decomposition of ammonia 
borane as a function of temperature.  Sigmoidal shape of curve is 
indicative of a solid state nucleation and growth kinetic model.   
 
Conclusions 

Details of the mechanistic pathway for hydrogen formation will 
permit the optimization and design of new hydrogen storage 
materials.  This work shows that the loss of hydrogen from solid state 
AB occurs by an activated process that follows conventional 
nucleation and growth kinetic models.  D- labeling studies strongly 
suggest that the reaction producing the hydrogen proceeds by a 
bimolecular pathway and not by a unimolecular pathway as 
previously believed.   
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Introduction 

Catalytic conversion of methane to synthesis gas is a key 
technology in the petrochemical industry. Its importance is expected 
to even further increase in coming years due to the increasing 
significance of natural gas as a feedstock for petrochemical 
processes. Furthermore, hydrogen production from fossil or 
biorenewable methane has added interest in this reaction in recent 
years.  

While syngas is currently produced almost exclusively via steam 
reforming of methane, catalytic partial oxidation of methane (CPOM) 
has emerged in recent years as a technologically interesting 
alternative [1]. In CPOM, methane reacts directly with oxygen or air 
to form CO and H2 in a one-step reaction: 

CH4 + 0.5 O2 = CO + 2 H2   (∆HR = -37 kJ/mol) 
The reaction is catalyzed by noble metals  such as Pt or Rh, and is 
characterized by extreme reaction temperatures around 1000°C, 
which results in very high reaction rates and thus extremely short 
residence times in the millisecond range [2].  

The extreme temperatures observed at autothermal conditions 
arise due to a complex interaction of total and partial oxidation 
pathways: preferential adsorption of oxygen on the catalyst surface 
results in a local over-oxidation of the catalyst front edge, which 
leads to the strongly exothermic total oxidation of parts of the 
methane feed [3]. While this is detrimental for syngas yields, it also 
leads to the high reaction temperatures which are thermodynamically 
necessary to shift the reaction route towards the mildly exothermic 
partial oxidation of methane. 

However, much debate exists in the scientific community 
whether the initial total oxidation of part of the methane feed is 
followed by ‘true’, i.e. direct, partial oxidation or rather by reforming 
and/or water gas shift reactions in the second part of the catalyst bed. 
Unfortunately, the extreme reaction conditions as well as the intricate 
interplay between total oxidation and partial oxidation and/or steam 
reforming complicate the development of an understanding of the 
reaction mechanism. Due to the high reaction temperatures and the 
resulting low catalyst surface coverages, conventional surface science 
studies are not applicable to this reaction system. Furthermore, due to 
the extreme temperature gradients of up to 106 K/m on the catalyst, 
conventional (isothermal) kinetic studies also can not be expected to 
reveal a complete picture of the reaction mechanism at realistic 
process conditions. Despite many years of intense research on this 
reaction, the reaction mechanism for CPOM at high-temperature 
millisecond contact time conditions is therefore still unresolved. 

In the present paper, we report results from a study which allows 
us to gain better insights into the reaction mechanism of CPOM over 
Pt catalysts by varying the catalyst length and gas flow rate, and by 
correlating the obtained syngas yields with temperature profiles 
measured throughout the catalyst bed at reaction conditions. 
 
Experimental 

The experimental setup used for the investigations has been 
reported previously [5]. The reactor consists of a quartz-glass tube 
with catalyst and inert-zones, which is then inserted into a stainless 
steel housing. The reactants (CH4 and air) are fed with standard mass-

flow controllers and product gases are analyzed with a double-oven 
gas chromatographic system. 

The catalysts were alumina supported Pt catalysts. Extruded 
alumina monoliths with 400 cpsi and 17 mm diameter were coated 
with Pt via conventional precipitation from a H2PtCl6 solution. After 
impregnation, the catalysts were dried overnight at room temperature 
and then calcined at 600oC for 5 hours, followed by reduction in a gas 
flow of 5 vol% H2 in N2 at 500oC for 2 hours. This resulted in a 
closed metal film on top of the ceramic monolith (see figure 1). 
Typical weight loadings were ~5 - 6wt%. The length of these 
catalysts was varied between 2 mm and 10 mm. 

A moveable thermocouple allowed for spatial temperature 
measurements throughout the catalyst as well as the inert zones 
surrounding the catalyst by means of moveable thermocouples. 

 

 
 

Figure 1. Alumina monoliths with 2 mm, 5 mm, and 10 mm length 
before and after impregnation with Pt. 
 
Results and Discussion 

Figure 2 shows temperature profiles (left graph) along with 
methane conversions and syngas selectivities (right graph) for a 
stoichiometric methane-air mixture (CH4/O2 = 2.0) at a total inlet gas 
flow of 4 slm (standard liters per minute) for three different catalyst 
lengths of 2 mm (squares), 5 mm (circles), and 10 mm (triangles). 
Gas flow is from left to right, and the vertical lines indicate the 
beginning of the catalyst (left-most line) as well as the end of the 2 
mm, 5 mm, and 10 mm catalysts, respectively. 

The temperature profiles already reveal significant difference 
between the three catalysts: while the temperature profiles in the first 
2 mm are identical for all three catalysts, the temperature maximum 
for the 2 mm catalyst is increased by about 100oC in comparison to 
the other two catalysts. Most significantly, this temperature 
maximum is located downstream of the catalyst, i.e. outside the 
catalyst zone. Apparently, the extremely short residence time of less 
than 1 ms at these conditions is not sufficient for the catalytic 
reaction to go to completion, and hence post-catalytic homogeneous 
reactions occur. This is also reflected in the conversion and 
selectivities observed in this case (fig. 2, right graph): methane 
conversion and hydrogen selectivity are below 40%, i.e. much below 
the conversion and selectivity observed with the longer catalysts. 
Clearly, the post-catalytic homogeneous reactions are mostly 
combustion reactions as also indicated by the high maximum 
temperatures. Most likely, not all oxygen has been consumed in this 
short catalyst zone and hence leads to homogeneous combustion 
behind the catalyst. Since H2 is much more reactive than CO and 
CH4, this leads predominantly to water formation and hence to the 
observed decrease in H2 selectivity. Since combustion consumes 
significantly more oxygen than partial oxidation, oxygen becomes the 
limiting reactant and limits overall methane conversion. 

The 5 mm and 10 mm catalysts show identical temperature 
curves up to the temperature maximum of about 900oC which is 
located about 4 mm inside the catalyst. However, while the 
temperature profile for the 5 mm catalyst shows a rather flat, linear 
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drop following this maximum, the temperature profile for the 10 mm 
catalyst drops off steeply towards the end of the catalyst zone and 
then shows the same flat decrease in temperature as for the 5 mm 
catalyst. 

 

   
 
Figure 2. Temperature profiles inside the catalyst (left graph) for a 2 
mm (squares), 5mm (circles) and a 10 mm (triangles) long catalyst 
along with the corresponding values for SCO (triangles), SH2 (circles), 
and XCH4 (squares) (right graph). 

 
 
The flat, linear drop in temperature behind the maximum 

temperature for the 5 mm catalyst can be traced back to heat losses. 
The temperature maximum is located close to the catalyst end, so that 
the rather high heat losses from the small laboratory reactor 
determine temperatures in the inert zones. No indication for post-
catalytic reactions can be found in the temperature curve. All oxygen 
has been consumed over the length of the 5 mm catalyst, so that no 
post-catalytic combustion can occur. Correspondingly, methane 
conversion as well as hydrogen selectivity are strongly improved in 
comparison to the 2 mm catalyst. 

In case of the 10 mm catalyst, the steep drop in the catalyst 
temperatures in the second half of the catalyst is a clear indication for 
endothermal reactions. The sudden change in the temperature 
gradient upon transition to the inert zone indicates that these reactions 
are truly catalytic. The nature of the endothermal reaction becomes 
apparent from the conversion and selectivity data: both methane 
conversion and hydrogen selectivity are further increased over the 
data for the 5 mm catalyst, indicating that steam reforming of 
methane is occurring in the second half of the 10 mm catalyst.   

To probe further contact times and thus get a better temporal 
resolution for our data, we varied the flow rate through the three 
catalyst. Gas phase concentrations in the exit gas stream were then 
plotted against calculated catalyst contact time. The measured 
temperature profiles allowed us to exclude cases in which post-
catalytic homogeneous reactions occur so that any trends observed 
should be due only to catalytic reactions. Furthermore, based on the 
temperature profiles it was possible to calculate true contact times 
rather than space velocities. (Changes in the mole number could not 
be taken into account but should make for comparatively small 
corrections onky). The resulting data is shown in figure 3. 

One can see that contact times in excess of about 2 ms are 
needed to achieve complete oxygen conversion in this system which 
is in agreement with our interpretation of the observations with the 2 
mm catalyst. Furthermore, the parallel course of the methane and 
water curves for τ > 3 ms indicates that once all oxygen has been 
consumed, the catalytic reaction pathway switches to steam 
reforming. No indication for any water-gas shift reaction can be 
found.  

The change (decrease) in the slope of the hydrogen 
concentrations around 3 ms indicates that a change in the production 
rate of hydrogen occurs at this point. Due to postcatalytic homo-
geneous reactions, we do not have sufficient data at very short 
contact times to directly identify a reaction mechanism. While the 
amount of methane and oxygen consumption as well as the amount of 
hydrogen formed up to this point are in agreement with a true partial 
oxidation, the steep temperature increase at the catalyst entrance is 
only consistent with total oxidation, so that a combination of total 
oxidation followed by steam reforming is more likely.  

Finally, the smooth curves for CO and CO2 as well as the small 
amount of CO formed after complete oxygen consumption clearly 
indicate that CO is formed almost exclusively by direct oxidation of 
methane. 

 
Figure 3. Concentrations of the reactants and main products in 
CPOM as a function of catalyst residence time. 
 
Conclusions 

The results from our investigation of CPOM at high-temperature 
millisecond contact time conditions shed new light on the reaction 
mechanism at realistic process conditions. The results indicate that a 
majority of the hydrogen is formed via steam reforming of methane, 
while CO is formed almost exclusively by direct oxidation. It appears 
therefore that the question whether the mechanism underlying CPOM 
is direct oxidation of methane or indirect oxidation via combustion 
and steam reforming is not really meaningful and needs to be 
answered separately for the carbon and the hydrogen pathways.  

Future Work. We are currently extending the presented study 
by conducting detailed kinetic simulations with several published 
reaction mechanisms to test whether any of these mechanisms are in 
agreement with our experimental results and to implement necessary 
improvements. 
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Introduction   

The future requirements of reduced emissions for automotive 
fuels, to be used in the next generation engines are increasing the 
interest of the refining industry in new processes for the production 
of cleaner fuels. Besides a reduction of the sulfur content, a 
specification under scrutiny for the diesel fuel is the aromatic 
compounds content. Other than having a direct impact on the 
emission of polyaromatic hydrocarbons (PAH), the hydrogenation of 
aromatic structures leads to improvements of several characteristics 
of interest such as density, cetane number and boiling point. 
Commercial catalyst and processes are available for the saturation of 
aromatic rings [1]. However, a much higher improvement of diesel 
fuel quality is possible, if the aromatic saturation is followed by the 
ring opening of naphthenic compounds to produce alkanes without 
formation of lower molecular weight compounds.  

The object of the present communication is to present the main 
results of a study carried out at bench scale level where the behavior 
of three platinum loaded catalysts towards the conversion of methyl 
cyclohexane has been investigated. 
 
Experimental   

Zeolites used in the present study were H-ZSM-5 (Si/Al=37), a 
dealluminated H-mordenite (Si/Al=50) and H-ZSM-23 (Si/Al=50). 
H-ZSM-5 and H-ZSM-23 were prepared according the recipes 
described in [2, 3]. Platinum was loaded on previously ground 
zeolites, by impregnation with an H2PtCl6/HCl/CH3COOH solution. 
Details of procedure are reported elsewhere [4]. In each case the 
platinum content was 1%.  

The acidity distribution of the catalysts was determined by 
pyridine adsorption/desorption FT-IR spectroscopic method (mod. 
2000, PE). After evacuation at 500°C, the wafer of pure material was 
contacted with pyridine at 200°C for 1 hour. Desorption at increasing 
temperature (200-500°C) was performed and the corresponding 
infrared (IR) spectra monitored, as described in [5].  

The hydrocracking tests with methylcyclohexane (MCH) were 
carried out in a continuous bench scale fixed bed reactor operated 
down flow mode (height of the catalyst bed: 100 mm; internal 
diameter: 15 mm; catalyst particle size: 0.85-0.4 mm). The range of 
the operating conditions was: 220-320 °C, 2.0 MPa total pressure, 
H2/MCH molar ratio of 10 and WHSV: 1-3 h-1.  After loading, the 
catalysts were activated by heating at 623 K, flowing hydrogen at 2.0 
MPa. Reaction products were analyzed by on line GC. Identification 
of GC peaks was accomplished by GC-MS analysis.  
 
Results and Discussion 

Conversion of MCH on Pt/zeolites led to 30 compounds 
deriving from isomerization and hydrocracking reactions. The 
identified products can be lumped in three main groups. The first one 
made up of ethyl-cyclopentane (EtCP) and dimethyl-cyclopentanes 
(DiMeCPs), the second formed by normal and iso-epthanes (n/iso-
C7) and the third constituted by open chain alkanes with less than 7 
carbon atoms that is cracking products. Furthermore, significant 
yields of C8 compounds made up of ethyl-cyclohexane (EtCH), 
dimethyl-cyclohexanes (DiMeCHs) and tri methyl cyclopentanes 
were obtained at high conversion levels (>60-70%).   
 

Figure 1. Conversion of MCH on Pt/mordenite. First-order 
selectivity plot for reaction products. 
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Figure 2. Conversion of MCH on Pt/ZSM-5. First-order selectivity 
plot for reaction products. 
 

For a given reaction, a general method to discriminate between 
the primary products (i.e. those formed directly from the reacting 
substrate) and those of higher rank (i.e. those formed through 
consecutive reactions of an intermediate product) is to plot the 
selectivity of the products (molar yield/conversion) against the 
conversion of the feed. By extrapolating the resulting lines in the 
plots to zero conversion, the primary products show positive 
intercepts on the y-axis, whereas the non primary products display a 
zero intercept. The method, described in detail elsewhere [6], has a 
more general applicability and allows to establish the rank of the non 
primary products as well. Figures 1, 2 and 3 show the results of this 
procedure with the catalysts here investigated.  

In the case of Pt/H-mordenite system, the data shows that the 
primary products of MCH conversion are DiMeCPs and EtCP, which 
further react to give n/iso-C7. The hydrocracking products (CrP) are 
non primary products formed by consecutive reaction of normal and 
iso-paraffins C7. Formation of EtCP and DiMeCPs can be explained 
in terms of classical mechanism of bifunctional catalysis via 
protonated cyclopropane (PCP) intermediate [7]. 
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The selectivity plots and close inspection of reaction products 
suggest the network shown in Figure 4. 
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The evolution of the products in the case of Pt/ZSM-5 and 
Pt/ZSM-23 is qualitatively similar but displays significant 
differences as for the selectivity for primary products. With Pt/ZSM-
5 catalyst, the selectivity for EtCP+DiMeCP at the lower bound of 
conversion is lower. However, the selectivity value at vanishing 
conversion of the products, still indicate that they are the primary 
products of MCH conversion (i.e. of isomerization followed by ring 
contraction). Differently, the data concerning the Pt/ZSM-23 show an 
EtCP+DiMeCP selectivity value at zero conversion significantly 
lower than 100 while the n/iso-C7selectivity shows a positive 
intercept. This fact implies the presence of a reaction pathway which 
leads directly to the formation of n/iso-C7 by conversion of MCH. 
However, it should be stressed that a true primary product is the 
results of the first elementary step of the reaction and what, is named 
primary product on the basis of the analytical data does not 
necessarily mirror what happens in the catalyst. In this regards, the 
products identified are those that after reaction on the catalyst surface 
diffuse from the particle catalyst to the main fluid stream. If part of 
primary product, undergoes to a second elementary reaction step 
before “leaving” the catalyst, a situation similar to the one displayed 
by the Pt/ZSM-23 system would be observed.    

The acid sites are mainly of Brønsted type (i.e. 100-200 µmol/g 
with respect to 40-50 µmol/g for the Lewis type) for all the catalysts. 
H-ZSM-23 based catalyst shows the largest amount of Brønsted sites, 
preferentially of medium and high acid strength. In Pt/H-ZSM-5 the 
acid strength distribution is similar to that of Pt/H-ZSM-23, while the 
number is halves. The Brønsted acid sites in H-mordenite based 
catalyst show distribution in the range of acid strength from weak to 
strong (Table 1).  

 
Table 1. Acidity Distribution in the 1%  Pt Loaded Zeolites 

Strength H-ZSM-5 H-mordenite H-ZSM-23 
 Lewis Brønsted Lewis Brønsted Lewis Brønsted
weak 22 11 5 43 4 17 
medium 1 38 2 52 9 82 
strong 0 52 0 30 0 93 

very strong 27 10 39 11 26 0 
 

 The performances in hydrocracking of MCH are clearly 
influenced by the acid strength of the Brønsted active sites. Strong 
and very strong acid sites (e.g. in Pt/H-ZSM-23) favor β-scission 
rates of alkyl carbenium and consequent formation in our case of 
products deriving from breaking of C-C bond (n/iso-C7, CrP), while 
the primary products are favored in the presence of an acid 
distribution shifted towards medium-weak strength (e.g. in Pt/H-
mordenite). 

By contrast with this influence on selectivity, there was not 
found a direct relation between total density of acid sites and 
conversion of MCH. In our case the activity was mordenite>ZSM-
5>ZSM-23 being the conversion of MCH (T: 280 °C; P: 20 atm, 
WHSV: 1 h-1) 63%, 46% and 35% respectively.   

Clearly, the situation is more complex and the activity does not 
simply depend on the concentration and strength of acid sites.  
A factor which surely plays an important role in determining the 
activity and selectivity of a catalyst is its pore structure. The presence 
of large pores makes easier the diffusion of both reactants an products 
so minimizing secondary reactions. In accordance with this line of 
reasoning both activity and selectivity for EtCP+DiMeCP follows the 
same order of the Constraint Index [8] of zeolites used during our 
study (mordenite: 0.5; ZSM-5: 7.3; ZSM-23: 10.6).   
 

Figure 3. Conversion of MCH on Pt/ZSM-23. First-order selectivity 
plot for reaction products.  

 
Figure 4. Observed reaction network for MCH hydroconversion in 
the presence of Pt/zeolite. 
 
Conclusions  

The hydroconversion of MCH on different platinum loaded 
zeolites (H-mordenite, H-ZSM-5 and H-ZSM-23) was investigated. 
Evolution of the system was rationalized in terms of a reaction 
network, where the conversion of MCH proceeds via isomerization 
and ring contraction leading to EtCP+DIMeCP as primary products. 
Subsequently, the primary products undergo to ring opening reaction, 
with formation of iso- and n-heptane. The latter, further react leading 
to the formation of lower molecular weight n-alkanes and iso-
alkanes. 

The changes in activity and selectivity were shown to be 
qualitatively linked to the acidity and pore structure of zeolites. 
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Introduction 
 Porous carbons and activated carbons in particular, are widely 
used as adsorbents, owing to their well-developed microporous 
structures of high adsorption capacity (micropores are pores of width 
below 2 nm). Porous carbons include other applications of 
chromatographic packings, catalyst supports, and components of 
electrochemical double-layer capacitors, and electrochemical 
batteries.1-6 However, from the point of view of these applications, 
micropores of activated carbons are typically too narrow. Therefore, 
there is currently much interest in the synthesis of high-surface-area 
carbons with wider pores, primarily in the mesopore range (2-50 
nm).2,7-11 The mesoporous carbons are often prepared using 
mesoporous silicas as hard templates,1,2,8,12 which usually involves 
the preparation of a template, followed by the infiltration of its pores 
with a carbon precursor, the carbonization of the precursor, and the 
removal of the template. Although this approach provides a variety of 
opportunities in the fabrication of mesoporous carbons with tailored 
structures and some degree of tunability of the pore size, it involves 
multiple steps, including the use of HF or NaOH to dissolve the 
template. Moreover, these mesoporous carbons are difficult to obtain 
in the form of thin films, which is a serious disadvantage in the 
development of numerous devices. Herein, we report a convenient 
route to mesoporous carbons using block copolymers composed of 
polyacrylonitrile (PAN) and the so-called sacrificial block(s) of lower 
stability. In this direct procedure, PAN serves as a carbon precursor, 
whereas the sacrificial block (e.g., poly(n-butyl acrylate), PBA) 
facilitates the formation of nanoscale domains of PAN through the 
nanoscale phase separation, and is eliminated during the conversion 
of PAN to carbon. Block copolymers can be easily fabricated in the 
form of films, and therefore our route provides an excellent way to 
prepare mesoporous carbons for the use in thin-film-based devices. 
This new approach to the mesoporous carbon synthesis is based on 
our recent discovery that block copolymers with PAN domains can 
be thermally treated to convert them into partially graphitic carbon 
thin films and individual carbon nanoobjects with concomitant 
volatilization of the sacrificial block.13-15  

 
Experimental 

Materials. PBA-b-PAN diblock copolymers with varying PAN 
content were synthesized using atom transfer radical polymerization 
(ATRP), as reported earlier.14 PAN content was varied through the 
range assuring formation of PAN domains with morphologies 
ranging from spheres, to cylinders and lamellae, as conformed by 
atomic force microscopy (AFM). Copolymer compositions, contents 
of PAN (in weight %, which is approximately equivalent to volume 
%) and observed morphologies are listed in Table 1. For the 
mesoporous carbon synthesis, bulk PBA-b-PAN samples were 
thermally treated under air at 280°C to stabilize PAN and then heated 
to 800°C under nitrogen to yield shiny black carbon powders. 

 Characterization. Tapping Mode Atomic Force Microscopy 
studies were performed using a NanoScope III-M system (Digital 
Instruments, Santa Barbara, CA), equipped with a J-type vertical 
engage scanner. The AFM observations were performed at room 
temperature under air using silicon cantilevers with nominal spring 
constant of 50 N/m and nominal resonance frequency of 300 kHz 
(standard silicon TESP probes). Morphologies of carbons were 
imaged with the aid of transmission electron microscope (TEM) 
(JEOL JEM-2000 EX II with acceleration voltage 200KV). Nitrogen 
adsorption isotherms were measured at -196°C on a Micrometritics 
ASAP 2010 adsorption analyzer. X-ray diffraction (XRD) scans were 
performed on a Rigaku Geigerflex equipped with a theta/theta 
goniometer. It employed a copper target x-ray tube with a power 
setting of 35kV and 25mA.  1.0 degree divergence and scatter slits 
were used along with 0.3 mm receiving slits.  A curved graphite 
monochromator was used on the diffracted beam. Raman spectra 
were collected on a Jobin Yvon T64000 triple Raman system (ISA, 
Edison, NJ) in subtractive mode with microprobe sampling optics. 
The excitation was at 514.5 nm (Ar+ laser, Model 95, Lexel Laser, 
Fremont, CA). 
 

Table 1. PBA-b-PAN Diblock Copolymer Precursors for 
Mesoporous Carbons 

Sample DPBA/DPAN  wt.% PAN Morphology of PAN 
domains 

P1 202/54  10.0% Spherical 
P2 202/106  17.8% Cylindrical 
P3 141/126  27.0% Cylindrical or Lamellar 
P4 78/114 37.7% Branched 
P5 40/116 54.6% Continuous 

 
Results and Discussion 
 AFM imaging revealed a strong dependence of the nanoscale 
morphology on the composition of diblock copolymers, consistent 
with trends typically observed in block copolymer structures. For 
instance, an AFM image of P2 precursor (Figure 1(a)) shows short, 
cylindrical, rigid domains, which can be identified as PAN dispersed 
in PBA matrix. The PBA-b-PAN precursors were then subjected to 
the thermal treatment to convert them to nanostructured carbons. The 
carbon nanostructure had a morphology similar to that of the PAN 
domains. Carbons prepared from precursors with a lower content of 
PAN tended to preserve the nanoscale structure better than those 
from precursors with a higher PAN content. As evident in Figure 
1(b), the carbon material displayed short cylinders similar to the 
cylinders of PAN observed for the precursor P2.          
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Figure 1. AFM phase image of precursor P2 (a) and height image of 
the derived carbon (b). 
 
 As seen from TEM (Figure 2), the morphologies of carbon 
powders prepared from bulk copolymer precursors resembled the 
morphologies of PAN domains of the precursor films and the 
resulting carbon films. The carbon from P2 precursor was composed 
of short cylinders, which were separated from one another, thus 
creating an accessible porous structure. The carbon from P4 precursor 
was composed of connected short filaments, resembling the branched 
morphology of its precursor observed by AFM. 
 Figure 3 shows nitrogen adsorption isotherms at -196°C for the 
carbons derived from P2-P5 PBA-b-PAN copolymers. The isotherms 
featured capillary condensation steps at high relative pressures 
(p/p0=0.8–0.99), and hysteresis loops characteristic of mesoporous 
materials, consistent with the TEM images. The adsorption data 
pointed to the presence of a certain amount of micropores, which are 
presumably in the framework of the nanostructured carbon. Further 
studies will be needed to determine the micropore content and to 
verify whether the micropores can be eliminated through a heat 
treatment at higher temperatures. The carbon derived from P1 
copolymer exhibited a very low adsorption capacity. Apparently, the 
isolated PAN spheres merged into a structure, which could not be 
accessed by nitrogen gas at -196°C. 

 
 

 
Figure 2. TEM images of carbons obtained from precursor P2 (a) and 
P4 (b). 
 
 The BET specific surface areas of the carbons were in the range 
from 100 to 300 m2 g-1. The carbon derived from P4 copolymer with 
PAN content of 38 wt.% exhibited the highest specific surface area 
(~300 m2 g-1) and pore volume (~0.40 cm3 g-1). The pore size 
distributions (PSDs) showed the presence of mesopores, whose size 
monotonously increased with the increase of the molecular weight of 
the sacrificial block. The sizes of the pores in our  carbons were 
primarily above 10 nm, and thus larger than those for ordered 
mesoporous carbons.2,5,8 The large pore diameter is beneficial from 
the point of view of a number of applications, including those 
requiring the accessibility of pores to large molecules. Although the 
adsorption capacity of these carbons is moderate or low, when 
compared to that of many other types of mesoporous carbons, it is 
expected that it can be improved through the optimization of carbon 
precursors and synthesis conditions. Moreover, the adsorption 
capacity currently achieved is sufficient from the point of view of 
many prospective applications, including those where thin-film 
morphology, which can be readily achieved in the present case, is of 
primary importance.  
 
 
 
 
 
 
 
 
 
 
 
 

Relative Pressure
0.0 0.2 0.4 0.6 0.8 1.0

Am
ou

nt
 A

ds
or

be
d 

(c
m

3  S
TP

 g
-1

)

0

50

100

150

200

250

300

P2
P3
P4
P5

Carbons derived from:

   Pore Diameter (nm)
10 20 30 40 50 60 70 80P

or
e 

S
iz

e 
D

is
tri

bu
tio

n 
(c

m
3  g

-1
 n

m
-1

)

0.000

0.003

0.006

0.009

0.012

0.015

0.018

P2
P3
P4
P5

Carbons derived from:

 
Figure 3. (a) N2 adsorption isotherms (left) and (b) PSDs for carbons 
(right).  
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 The partially graphitic nature of obtained carbons was confirmed 
by wide-angle XRD and by Raman spectroscopy. As seen in Figure 
4(a), XRD peaks at 2θ of ~25°, 45° and 80°, which correspond to the 
(002), (101), and (110) reflections of the graphitic structure, were 
observed. The position of the (002) peak indicates that the spacing 
between graphene sheets in the carbon framework is equal to ~0.358 
nm. Multi-wall carbon nanotubes and some of the most graphitic 
ordered mesoporous carbons reported so far show intense, narrow 
(002) peaks.16 In our case, the (002) peak was intense, but somewhat 
broader. On the other hand, many mesoporous carbons, including 
those synthesized from sucrose, exhibit much weaker and/or broader 
(002) peaks. This comparison suggests that our carbons exhibit an 
appreciable degree of ordering on atomic scale, and yet are not fully 
graphitic. This is also evident from Raman scattering spectra, which 
featured G and D bands characteristic of graphitic carbon (sp2) and 
less well-defined carbon structures carbon (Fig. 4 (b)). 
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Figure 4. (a) XRD patterns (left) and (b) Raman scattering spectra 
(right) of mesoporous carbons. 

 
Conclusions 

   In conclusion, a convenient strategy was developed for the 
synthesis of mesoporous carbons with tailorable structures through 
pyrolysis of PAN-containing block copolymers. The structure of the 
mesoporous carbon usually closely resembled the structure of PAN 
domains of the block copolymer precursors, which opens an 
opportunity of design of carbon nanostructures through the choice of 
block copolymer precursors with suitable nanostructures. 
Furthermore, this route opens an easy way to fabricate mesoporous 
carbons in the form of thin films. The carbons exhibited XRD patters 
and Raman scattering spectra typical for partially graphitic materials.  
 Acknowledgments. NSF (T.K. DMR-0304508 and K.M. DMR-
0090409) and the CRP Consortium at Carnegie Mellon University 
are acknowledged for funding. Noel T. Nuhfer, Jason Wolf and Todd 
Przybycien are acknowledged for the help to access Raman, TEM 
and XRD instruments. 

 
References 
(1) Knox, J. H.; Kaur, B.; Millward, G. R. J. Chromatogr. 1986, 
352, 3. 
(2) Ryoo, R.; Joo, S. H.; Jun, S. J. Phys. Chem. B 1999, 103, 7743. 
(3) Yoon, S.; Lee, J. W.; Hyeon, T.; Oh, S. M. J. Electrochem. Soc. 
2000, 147, 2507. 
(4) Joo, S. H.; Choi, S. J.; Oh, I.; Kwak, J.; Liu, Z.; Terasaki, O.; 
Ryoo, R. Nature 2001, 412, 169. 
(5) Ryoo, R.; Joo, S. H.; Kruk, M.; Jaroniec, M. Adv. Mater. 2001, 
13, 677. 
(6) Choi, M.; Ryoo, R. Nature Mater. 2003, 2, 473. 
(7) Pekala, R. W.; Alviso, C. T.; Kong, F. M.; Hulsey, S. S. J. Non-
Cryst. Solids 1992, 145, 90. 
(8) Lee, J.; Yoon, S.; Hyeon, T.; Oh, S. M.; Kim, K. B. Chem. 
Commun. 1999, 2177. 
(9) Han, S.; Hyeon, T. Carbon 1999, 37, 1645. 

(10) Tamon, H.; Ishizaka, H.; Yamamoto, T.; Suzuki, T. Carbon 
2000, 38, 1099. 
(11)  Li, Z.; Jaroniec, M. J. Am. Chem. Soc. 2001, 123, 9208. 
(12)  Yu, C. Z.; Fan, J.; Tian, B. Z.; Zhao, D. Y.; Stucky, G. D. Adv. 
Mater. 2002, 14, 1742. 
(13)  Kowalewski, T.; Tsarevsky, N. V.; Matyjaszewski, K. J. Am. 
Chem. Soc. 2002, 124, 10632. 
(14)  Tang, C.; Kowalewski, T.; Matyjaszewski, K. Macromolecules 
2003, 36, 1465. 
(15)  Tang, C.; Qi, K.; Wooley, K.; Matyjaszewski, K.; Kowalewski, 
T. Angew. Chem. Int. Ed. 2004, 43, 2783. 
(16)  Kim, T. W.; Park, I. S.; Ryoo, R. Angew. Chem. Int. Ed. 2003, 
42, 4375. 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  120



MESOPOROUS CARBONS  OBTAINED FROM 
POLYSTYRENE SULFONIC ACID-BASED ORGANIC 
SALTS BY TEMPLATE CARBONIZATION METHOD 

 
Conchi O. Ania and Teresa J. Bandosz  

 
Department of Chemistry  

City College of New York, City University of New York 
138th Street at Convent Avenue 

New York, NY 10031 
 
Introduction 

Recent developments in technology require porous carbons with 
tailorable pore sizes, specific shapes of pores, and large surface 
areas. The preparation of mesoporous carbons with uniform 
mesopores, large surface areas and large pore volumes carbons have 
attracted widespread attention due to their relevance for applications 
in emergent areas such as energy storage as double layer capacitors1, 
catalytic supports in fuel cells electrodes2, adsorbents of bulky 
molecules form liquid phase3, etc. Although numerous novel 
approaches to design a pore structure can be found in the literature 4, 
only a few of them allow for full control of porosity. Nevertheless, 
the template carbonization has been proven to be an excellent method 
for obtaining carbons with large surface areas, high porosity and 
controlled narrow pore size distributions in the mesopore range4, 5.  

Generally in the approach of template carbonization, the 
preparation of materials involves the synthesis of the mesostructured 
silica (the template), functionalization of the silica and impregnation 
of the template with the carbon precursor (polysaccharides, 
polymers, etc), polymerization of the precursor, carbonization and 
elimination of the template. Thus, mesoporous carbons are obtained 
as inverse replicas of the template. MSU-X silicas (X refers to the 
type of surfactant) are used as templates owing to their 3-D 
wormhole porous framework6.  

A polystyrene-based polymer (poly-(styrene sulfonic acid co 
maleic acid)- sodium salt) is used as a  carbon precursor in this 
research. Prior to carbonization, in order to increase surface 
heterogeneity, the precursor chemistry is modified by cation 
exchange with catalytically active metals (i.e., copper, nickel, 
cobalt). An important aspect of the preparation procedure is 
alteration the surface properties by changing the contents of the 
metals. Thus, besides tailoring the porosity, the surface chemistry of 
the synthesized carbon can also be designed according to the desired 
application.  For comparison, carbon is also prepared from sucrose. 

The objective of this research is to study the effects of the 
template porosity and the type of metals in the carbon precursors on 
the surface features of the template derived carbons. Moreover, the 
flexibility of the “tailoring” process is also evaluated. 

 
Experimental 

Synthesis of mesoporous silica. The template is synthesised in 
a two-step pathway using tetraethyl orthosilicate as the silica source 
and non-ionic surfactants following the procedure described by 
Boissiere et al.7.). As a surfactant, non ionic poly(ethylene oxide) -
PEO- surfactant Tergitol 15-S-N was selected.   

Briefly, the silica source is added under stirring to the solution 
of a nonionic surfactant and the pH is adjusted at around 2 with HCl. 
The solution is kept in a closed vessel for 18 h without stirring at 
room temperature. Then a small amount of NaF is added to promote 
silica condensation. The mixture is aged for 3 days at two 
temperatures, 30 and 60 ºC. The white precipitate obtained is 
filtrated, dried and calcined at 600 ºC to eliminate the excess of the 

surfactant.  The samples will be referred to in the text as T30 and 
T60, respectively. 

Carbon template. Sucrose and a polystyrene-based polymer 
(poly-(styrene sulfonic acid co maleic acid)- sodium salt) are used as 
carbon precursors in the template carbonization method. For the 
sucrose synthesis, organic phase was introduced into the silica 
channels by liquids impregnation of a sucrose solution according to 
the process described by Ryoo et al.8. Briefly, the silica pores are 
impregnated with an aqueous solution of sucrose and sulfuric acid. 
After drying at 160ºC, the sucrose/silica composite is again 
impregnated with a sucrose solution and heated at 800ºC in an inert 
atmosphere. After two impregnation cycles, the amount of carbon 
deposited in the template represents 36 wt.% . The sample is denoted 
as the template silica followed by SUC ( T30-SUC or T60-SUC).  

In the case of polystyrene-based carbons, the silica is coated 
with an aqueous solution containing 16% of the organic salt, until the 
incipient wetness was achieved. The impregnated sample was cured 
in air for 16 hours at 120 ºC, and then carbonized under nitrogen at 
800 ºC for 40 min. In some cases, the precursor chemistry was 
modified by incorporation of catalytically active metals. Previous to 
carbonization, cation-exchange was done using Cu(NO3)2, Co(NO3)2, 
and Ni(NO3)2) for 24 hours, and the samples were heated at 120 °C 
to evaporate the water. After removal the silica matrix using 
hydrofluoric acid (48%) at room temperature a Soxhlet washing with 
distilled water was performed to remove an excess of water-soluble 
inorganic salts (sodium and excess of transition metal salts). The 
carbons are designated as the template silica followed by PS, PS-Co, 
PS-Ni and PS-Cu. 

Characterization Methods. Nitrogen adsorption isotherms 
were measured using an ASAP 2010 (Micromeritics) at -196 ºC. 
Before the experiment the samples were heated at 120 oC and 
outgassed at this temperature under high vacuum for 24 h. The BET 
specific surface area, total pore volume and pore size distributions 
were evaluated from the nitrogen adsorption data. The pore size 
distributions and total pore volumes, Vt were calculated using density 
functional theory (DFT)9. A subdivision of microporosity was made: 
narrow microporosity (pore diameter < 0.7 nm), and medium-sized 
microporosity (0.7<pore diameter<2 nm).  

Thermal analysis was carried out using a TA Instrument thermal 
analyzer. The instrument settings were as follows: heating rate 
10 ºC min-1 and a nitrogen atmosphere with 100 mL min-1 flow rate. 
For each measurement about 25 mg of a ground sample was used. 
 
Results and Discussion 

Figure 1 shows the nitrogen adsorption isotherms of the silica 
templates obtained with Tergitol at 30 and 60 ºC. It is clearly seen 
that the temperature of the synthesis plays an important role in the 
final structure of the template. The isotherm for T60 sample exhibits 
a typical type IV isotherm shape with a hysteresis loop and 
pronounced capillary condensation step, suggesting the presence of 
mesopores. In contrast, T30 presents a type I isotherm with no 
hystereis loop, indicating a pore size distribution dominated by 
micropores. The BET surfaces areas showed a decrease with an 
increase in hydrothermal temperature from 1014 to 980 m2g-1 for T30 
and T60, respectively.  

The analysis of PSD indicates that the sample obtained at 30ºC 
has a unimodal distribution of pores whereas for T60 the bimodal 
distribution is revealed. The maxima on the PSDs are at 3.7 nm for 
T60, and at 2.7 nm for T30. The results obtained are in good 
agreement with those reported by Alvarez et al.10.  
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Figure 1. Nitrogen adsorption isotherms of the silica templates 
obtained at different temperatures.  

 
It is important to use carbon precursor with a high carbon yield 

(atomic ratio of carbon after / before pyrolysis 40–50%) to limit the 
shrinkage induced by densification and preserve the overall shape of 
the structure. Despite the fact that sucrose does not present a high 
carbon yield (25%), it was selected for this study as it is water 
soluble and thus easy to handle. In the case of the polystyrene salts, 
the yield after carbonization represents approximately 40%, although 
it decreases significantly after water and acid washing due to the 
elimination of water-soluble salts, sulfates and oxides. Nevertheless, 
this precursor allows the possibility of incorporation of metals in the 
carbonaceous matrix of the templated carbon.  

In addition, by controlling the amount of the carbon precursor 
infiltrating the silica porosity (various impregnation –carbonization 
cycles or incipient wetness), carbons with one or two pore systems 
(unimodal or bimodal) might be expected. 

Application of a polystyrene-based salt as a carbon precursor 
led to a strong alteration of the silica template. The replicated carbon 
presented a large mesopore system, as indicated by the hystereis loop 
and capillary condensation step in the nitrogen adsorption data. 
Moreover, the creation of complementary mesoporosity with a wide 
pore size distribution was noticed. This behavior has been attributed 
in the literature to the water vapor released during the carbonization 
process (due to the use of a liquid carbon precursor) that could 
hydrolyzed the poorly hydrothermally stable silica network11. On the 
contrary, when a sucrose solution was used as precursor, the 
formation of complementary mesopores in the templated carbon was 
not observed. This corroborates the hypothesis suggested by Fuertes 
et al., about the coalescence of unfilled silica pores when silica walls 
are removed (thus, the sizes of the mesopores increases remarkably)5. 
The absence of complementary mesopores in the case of sucrose 
template is a consequence of the use of a two impregnation step 
procedure, providing a better impregnation of the silica pores. In the 
case of sucrose impregnation, the mesoporous structure of the silica 
is quite a faithful replica of the one corresponding to the original 
silica, with a shift in the maximum on the PSD towards wider 
mesopores (i.e., 3.2 nm); in addition, microporosity is developed 
during the carbonization, leading to a microporous material of the 
high surface area and well-developed mesoporosity.  
Figure 2 shows the effect of the presence of metallic cations on the 
carbon precursor in the final structure of the templated carbons. The 
structural parameters are collected in Table 1. The incorporation of 
metals in the carbonaceous structure also leads to a strong alteration 
of the ordered porous structure of the silica. 
 

Table 1. Structural Parameters of the Templated Carbons (S -
m2/g; V- cm3/g) 
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It is noteworthy that adsorbents obtained from nickel and 
copper salts have larger surface areas and higher volumes of 
mesopores. For the nickel and copper containing samples, the 
similarities in the pore size distributions exist, especially for the 
complementary mesopores. The narrow mesopore size distribution of 
the original silica is not obtained in the case of copper and nickel-
containing samples, as it is obtained in the case of the sample 
impregnated with the sodium form of the material. In contrast, a wide 
mesopore PSD with a maximum at 20 nm is revealed. 
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Figure 2. Nitrogen adsorption isotherms of the templated carbons 
obtained from the T30 silica precursors (isotherms for PS-Co, PS-Cu 
and PS-Ni are vertically shifted 400, 500 and 600 cm3 g-1 for clarity).   
 

A remarkable difference in porosity is noticed for the 
cobalt-containing sample, as the enlargement of the complementary 
mesopores is sharply reduced (maximum at 9.3 nm), along with the 
BET surface area.  

These differences in the porosity might be related to the 
uniformity of metal dispersion achieved in the carbon precursor, as it 
is well known that this factor is extremely important for the 
formation of novel carbon entities on various supports, and to the 
forces that arise from the decomposition of the carbon precursor 
during the carbonization process. In the case of  carbonization of 
polystyrene based salts the significant expansion of the volume of the 
carbon precursor was noticed with the formation of foam like 
structure. As pyrolysis occurs in a confined space (the silica 
structure), these expansion forces (from gases released during 
carbonization) might result in a partial expansion of the silica 
structure, and hence in formation of additional porosity. At the same 
time, the active surface of carbon is exposed to various gases reacting 
with metal, thus resulting in expansion of the graphene layers. A 
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similar behavior was also observed when carbonization was carried 
out on the metal-containing precursors directly12.  

 
Conclusions 

The results of this study show the feasibility of the template 
carbonization method in the process of preparation of mesoporous 
carbons from polystyrene sulfonic acid-based organic salts with a 
tailorable surface chemistry. Large BET surface areas and mesopores 
volumes are attained, although the presence of reactive gases during 
the carbonization results in  expansion of the graphene layers, and 
thus in wide mesopore size distributions of the templated carbons. 
This effect was less remarkable in the case of the cobalt-containing 
carbon, which is likely due to different chemistry involved during the 
carbonization process.  
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Introduction 

Several carbon materials have been reported to have 
predominantly pores in the mesopore size range.  These include some 
exotic materials prepared in a manner similar to the lost wax process.  
In such processes, a material that contains a removable moiety, of 
some desired size, is polymerized so as to incorporate the moiety into 
a solid product.  The moiety is then, removed by a second process, 
leaving a porous solid having pores that are similar in size to the 
original moiety.  For example, for thermally labile moieties, the solid 
polymer product is heated to high temperature to remove a thermally 
unstable moiety.  Alternatively, a mixed inorganic-organic polymer is 
burned to leave pores similar in size to the organic portion that is 
burned.  In some cases, the product is further treated with a reagent 
that dissolves the moiety, or its decomposition products, out of the 
solid.  The resultant porous solid can have a very narrow pore size 
distribution in the mesopore range, however, the preparation of such 
materials is very expensive and time consuming. 

Recently, the present authors found that carbon nanofibers (CNF) 
consist of assemblages of smaller sub-structural units or carbon 
nanorods by comprehensive observations using SEM, TEM, STM, 
and XRD. Bulk properties of CNFs were also found to be governed 
by the carbon nanorods and their assembly1-4.  

In this paper, novel mesoporous and fibrous nano-carbons were 
prepared through two steps: the careful preparation of CNFs having 
graphitic layers substantially perpendicular or angled to the fiber axis, 
and then selectively drilling nano-sized tunnels within them by means 
of catalyzed gasification reactions from the outside of the fiber into 
the center of the fiber in a substantially transverse fashion using 
carefully selected nano-sized catalysts under specific reaction 
conditions, which we call ‘nano-drilling’.  
 
Experimental 

Catalyst for synthesis of CNFs. A herringbone CNF was 
synthesized from ethylene over a copper-nickel catalyst (Cu-Ni (2/8 
w/w)). The carbonate precursors (Fe and Cu-Ni) were precipitated 
from aqueous solution of their corresponding nitrates by addition of 
ammonium bicarbonate in prescribed amounts. These were converted 
into the corresponding metals or alloys through calcination and 
reduction as described elsewhere5.  

Synthesis of CNFs. The apparatus used for the preparation of 
CNF throughout this study has been previously described2,3. 
Powdered catalysts in an alumina boat were treated in a 10% H2/He 
mixture for 1 ~ 2 h at a prescribed reaction temperature in a 
conventional horizontal furnace, before introduction of the reactant 
gases such as a CO/H2 mixture or a C2H4/H2 mixture, where the gas 
flow to the reactor was precisely controlled by mass flow controllers.  

Nano-drilling. A Ni precursor as a ‘nano-drilling’ catalyst was 
dispersed on the herringbone nanofiber prepared by the incipient 
wetness with aqueous solution of nickel nitrate (Ni: nanofiber = 5: 
100 w/w) and then drying the composition at 150oC in a vacuum 
oven for 2 h. The nanofiber with nickel component as prepared above 
(0.5 g) was heat-treated at 300 ~ 900oC in hydrogen or air.  

Analysis. The structure of CNF was examined using SEM 
(scanning electron microscope; JSM-6320F, JEOL) and HR-TEM 

(high resolution transmission electron microscope; JEM-2010F, 
JEOL). Nitrogen sorption isotherms of carbon were measured with 
Sorptomatic 1990 adsorption analyzer (FISONS Instruments) at 
liquid nitrogen temperature. All samples were degassed at 150oC for 
2 h prior to the measurements. The specific surface area was 
calculated in the relative pressure interval of 0.05 – 0.35 using BET 
(Brunauer-Emmett-Teller) method. 
 

Figure 1. Surface structure of herringbone CNFs: TEM (a, b), STM 
(c), and illustration of the assembly of nanorods (d). 
 
Results and Discussion 

As-prepared herringbone CNFs were found to be composed of 
carbon nano-rods. After graphitization at 2800oC, the herringbone 
structure became clear under TEM, the surface edges being closed 
with concentric loop-ends as shown Fig. 1. Under STM, the 
herringbone structure was formed by a pair of rod assemblies aligned 
at angles relative to the fiber axis, with overall fiber diameters of 
about 130 nm. Some defects or pores appear to be naturally formed at 
the bridge of V-shape connection between rod assemblies.  

 
Figure 2. SEM image: the porous surface of nano-drilled CNF. 

 
Hydrogenative gasification of herringbone CNF by using a Ni 

catalyst and hydrogen produced a porous and fibrous carbon as 
shown in Fig. 2. TEM images showed that pores with 5 ~ 30 nm 
diameters were formed along the graphene alignment (a herringbone 
texture) with no structural change of intact parts like nano-sized 
channels as shown in Fig. 3. From the nitrogen sorption isotherm, the 
majority of these pores were found to be distinctly mesoporous, 
comparing to as-prepared CNFs or KOH-activated CNFs4 as shown 
in Fig. 4. 

To create the desired pore size distribution and pore volumes, 
selective catalytic reactions are used such that nano-tunnels are 
created within the structures of the CNFs.  The catalysts may be 
envisioned as drilling nano-tunnels within the CNF structures through 
the most reactive regions of the CNFs.  These nano-tunnels constitute 
the mesopore system that is observed by BET measurements and 
TEM.  Though not wanting to be confined to a particular theory, 
these reactive regions appear to be located at the ends of the nano-
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rods and within the interiors of the nano-rods.  The reactivity of the 
walls of the nanorods is believed to be much less than the ends of the 
nanorods. Thus, reactions (and tunnel formation) proceeds from the 
exterior of the CNF surface into the central regions of the fibers along 
the linear axis of the nano-rods and perpendicular to the major fiber 
axis. Typically, more than one nano-rod reacts with the reactive gas 
and catalyst to produce nano-tunnels with diameters in the mesopore 
range.  These nano-tunnels have a very narrow distribution of tunnel 
diameters and this size is particularly useful for selective adsorption, 
chromatography and electrochemical applications. 

There are several methods that may be used to create the nano-
tunnels.  All of these methods consist of a catalyzed reaction in which 
the catalyst is a very small nano-size particle that can be envisioned 
as drilling nano-tunnels into the nano-fibers.  The entry points of 
these nano-tunnels are the exposed ends of nano-rods located on the 
exterior surfaces of the nano-fibers. Catalysts deposited on these 
exterior surfaces then react with and remove reactive carbon moieties 
by gasification reactions and the nanocatalysts drill deeper and 
deeper into the interior of the carbon nano-fiber, creating nano-
tunnels in a radial distribution within the fiber as they proceed. 

The deposition of the nano-particle catalysts on the exterior of the 
nano-rods prior to the gasification reaction is particularly critical.  
The preferred catalyst sizes are in the range of 2-50nm as smaller 
sizes create unwanted micropores and larger sizes create macro pores.  
If a large portion of macro pores are created, excessive amounts of 
the nano-fibers are consumed by the gasification reaction, with a 
subsequent unwanted loss in valuable product. 

This study proposes not only a new methodology of preparation of 
mesoporous carbons without a template, but also proves the structural 
characteristics of CNFs depending on the structural units. 
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Figure 3. TEM of nano-drilled herringbone CNF showing radial 
mesopores. 

 

Figure 4.  Nitrogen sorption isotherms of herringbone CNFs as 
prepared (a), as activated by using hydrogen and nickel (b), and as 
activated by KOH (c). 
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Introduction 

Several structures have been observed in existing carbon 
nanoparticles and microbeads. Soots and carbon blacks, which are 
nanophase materials, show a concentric “onion” structure in which 
the graphene basal layers are parallel to the outer surface, leading to 
their chemical inertness in composites1. An alternative structure with 
accessible and active graphene edge sites2 is observed in mesocarbon 
microbeads (MCMBs), which find applications in the manufacture of 
high-density and high-strength carbons3, separators and electrodes 
for fuel cells4, packings for high performance liquid chromatography 
(HPLC)5 and ion exchangers. MCMBs are supra-micron-sized 
powders; to date the synthesis of nanophase mesocarbon spheres has 
not to our knowledge been demonstrated. 

Our goal was to synthesize a new type of nano-scale carbon 
particles with high-concentration exposed graphene layers on the 
surface, by carbonizing a micron-scale mist of low concentration 
lyotropic liquid crystal solution. We refer to the product as 
“mesocarbon nanobeads” (“meso” means derived from a 
“mesophase”, or liquid crystals, and “nano” means less than 100 nm 
in size).  Here we synthesize them and characterize them by heat 
treatment, SEM, HRTEM and XRD. 
 
Experimental 

12 wt% indanthrone disulfonate (Figure 1) aqueous solution 
was diluted to 0.5 wt% with deionized water before use. 0.1 wt% and 
0.01 wt% indanthrone disulfonate aqueous solutions were also made 
and exploited in our study for comparison. 
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O

O

O

O
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(a) 

 
(b) 

Figure 1. (a) Indanthrone disulfonate, a water soluble carbon 
precursor. (b) Molecular disks of indanthrone disulfonate assemble 
into massive π–stack rod-like aggregates, about 1.5 nm in diameter 
and about 300 nm in length, in aqueous solution when the 
concentration is higher than ~4 wt%. 
 

Carbonization. An indanthrone disulfonate aqueous solution (e. 
g., 0.5 wt%) was transformed to fine droplets in an ultrasonic 
nebulizer. The mist was carried by N2 (flow rate: 5 L/min) into a 750 
mm quartz tube (I. D. = 24.7 mm) that had been kept at 700 oC, 
followed by a continuous ~3-second drying and heating process. 
Finally, the products were carried out of the quartz tube and collected 
by a Nucleopore® filter with pore size of 1 µm; while waste passed 
through a waste treatment device and went into the vacuum. 

Heat Treatment. The products from 0.5 wt% indanthrone 
disulfonate solution were studied by post heat treatment in two ways. 
(1) They were dispersed and heated at 900 oC for 60 min in UHP 

(ultrahigh purity) N2 (flow rate: 0.53 L/min). (2) They were heated to 
1500 oC and 2400 oC, and kept at the corresponding temperature for 
5 seconds in a transient heat treatment device. 

Characterization Methods. Scanning Electron Microscopy 
(SEM) was conducted on LEO 1530 VP (LEO Electron Microscopy 
Inc.), using 5 kV voltages below 10-5 bar. High-resolution 
transmission electron microscopy (HRTEM) was carried out at 
Sandia National Laboratories. X-ray Diffraction (XRD) was 
performed on Diffraktometer D5000 (Siemens Inc.). 
 
Results and Discussion 

The products synthesized from 0.5 wt% precursor solution were 
spherical particles with diameter of 0.2 – 2 µm, as shown in Figure 
2(a) and 2(b). It is observed that not only the size but also the 
morphologies of the particles depend on the concentration of the 
precursor solution. The particle diameter decreased to the range of 
130 nm – 1 µm when 0.1 wt% precursor solution was used instead; 
and went further down to the range of 80 – 500 nm, as shown in 
Figure 2(d), when 0.01 wt% precursor solution was used. On the 
other hand, the morphologies of the products turned from nearly 
spherical to diversely polygonal as the concentration of the precursor 
solution decreased. Some rod-like structures with diameter around 25 
nm were observed on the surface of the products from 0.1 wt% 
precursor solution, as shown in Figure 2(c), implying that as the 
particle size decreased, the morphologies of liquid crystal aggregates 
formed in drying precursor droplets began to have an influence on 
the morphologies of as-prepared carbon particles. TEM images of the 
products from 0.01 wt% precursor solution exhibited that there were 
high concentration of exposed graphene layers on the surface of 
those nanobeads. 

 

 
(a) (b) 

 
(c) 

 
(d) 

Figure 2. (a,b) SEM images of the products from 0.5 wt% 
indanthrone disulfonate solution. (c) SEM image of the products 
from 0.1 wt% indanthrone disulfonate solution. (d) SEM image of 
the products from 0.01 wt% indanthrone disulfonate solution. 

 
A possible formation mechanism based on “surface anchoring” 

is shown in Figure 3. Fine droplets from the precursor solution were 
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heated and dried. As the concentration increased, separate 
indanthrone disulfonate disks in those liquid droplets aggregated into 
rod-like structure through π–stacking. The parallel alignment of those 
rod-like aggregates at surface made liquid crystal disks normal to the 
interface between the droplets and the exterior2. After carbonization, 
mesocarbon nanobeads with high concentration of exposed graphene 
layers were obtained. 

 

drying carbonization

 
 
Figure 3.  Possible assembly mechanism of mesocarbon nanobeads. 
         

Mesocarbon nanobeads from 0.5 wt% precursor solution were 
dispersed  and heated at 900 oC for 60 min in UHP N2 (flow rate: 
0.53 L/min). SEM image in Figure 4 implied that as-prepared 
nanobeads were not completely carbonized at 700 oC in the quartz 
tube, because after 60-min post heat treatment a new structure 
formed on their surfaces, which appeared to pass their liquid phase. 

 

 
 

Figure 4.  SEM image of the products from 0.5 wt% indanthrone 
disulfonate solution after post heat treatment at 900 oC for 60 min in 
N2. 

 
After heat treatment at 1500 oC and 2400 oC, respectively, the 

products from 0.5 wt% precursor solution did not show obvious self-
sinterability bulkily. However, the formation of a “bridge” between 
two neighboring nanobeads has been observed in both cases (Figure 
5), which is consistent with accessible edge sites on the surface as the 
HRTEM images imply. 

 

20 nm

 (a)  (b) 
Figure 5. SEM images of the products from 0.5 wt% indanthrone 
disulfonate solution after transient heat treatment: (a) heated up to 
1500 oC; (b) heated up to 2400 oC. 

XRD results (Figure 6) of the products from 0.5 wt% precursor 
solution also indicated somewhat difference in structure between 
before and after heat treatment at 2400 oC for 5 seconds. Before heat 
treatment, the FWHM (Full Width Half Maximum) of 002 diffraction 
(around 24.3o) is about 5o; while after heat treatment, the FWHM of 
that diffraction (shift to around 26.2o) decreased to 2.5o. The decrease 
of FWHM after heat treatment means that the products became a 
little more ordered in the bulk. 

 

 
 

Figure 6.  XRD profiles of the products from 0.5 wt% indanthrone 
disulfonate solution before and after transient heat treatment. 
 
Conclusions 

Carbon spheres with high concentration of graphene edge sites 
and from 2 µm to ~100 nm in size were fabricated from different 
indanthrone disulfonate aqueous solutions with the concentration of 
0.01 – 0.5 wt% at 700 oC in N2. The particle size can be varied 
systematically by varying the concentration of the precursor solution. 
HRTEM images show that in many surface regions of those 
nanobeads gaphene layers are perpendicular to the surface. After 
rapid heat treatment at 1500 oC and 2400 oC, respectively, a new 
bridge-like structure formed between two neighboring nanobeads. As 
a result, this type of carbon spheres may be promising in a series of 
applications, for example, fillers for the manufacture of particle/ 
matrix structures through sintering due to their small size 
(comparable to MCMBs) and active surface (comparable to carbon 
blacks and soots). In addition, they may act as a substitute for carbon 
black where active surfaces are useful. Further study is underway on 
their structure, properties, and applications. 
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Introduction 

The oxidation of mesophase pitch is a crucial step in stabilizing 
flow-induced microstructures after fiber spinning or mesophase 
injected composites1. Oxidation by air or oxygen at 200 to 300 °C is 
standard practice for stabilization of as-spun mesophase filaments1. 
The oxidation process involves diffusion of oxygen with 
simultaneous reactions at various sites on the mesophase molecules. 
There are a large number of possible chemical reactions between 
oxygen and mesophase pitch; most such reactions begin at or above 
150°C2,3,4,5,6. This paper reports results from oxidation at 
temperatures as low as 130°C and oxygen pressure up to 0.7MPa. 
The retention of the as-spun and as-extruded mesophase 
microstructure is used as the criterion to measure the depth of 
stabilization. Furthermore, FTIR is used to characterize the changes 
in functional groups under different oxidation temperatures and 
pressures. 
 
Experimental 

The experimental method was developed in a study of the 
stabilization of an alkylbenene-based mesophase pitch produced by 
Mitsubishi Oil [11].  The naphthalene-based ARA24R pitch by 
Mitsubishi Gas-Chemical is the subject of the present investigation. 
Mesophase rods were extruded and thick filaments spun to obtain the 
fine fibrous microstructures.  Specimens were oxidized at pressures 
up to 100 psia and at temperatures in the range of 270 down to 
130°C, then carbonized to 1150°C to “develop” the stabilized region 
of the cross sections.  A sufficiently oxidized rim retains the fine as-
spun microstructure, but less oxidized mesophase melts or coarsens 
sharply in microstructure, and can be blown from the interior of the 
rod or filament by pyrolysis gases. 
 
Results and Discussion 

The strong effect of modest oxygen pressure in enhancing the 
oxidation mass gain (OMG) of mesophase particles or filaments at 
170 °C is shown in Figure. 1. The filaments and particle OMG 
curves display similar patterns. The small, but consistently higher, 
increments in OMG for filaments appear to reflect their larger 
effective surface area.  Furthermore, there is only a marginal increase 
in OMG of the filaments as the oxygen pressure is increased from 
0.38 to 0.7 MPa.  To obtain an OMG of 0.07, usually sufficient to 
ensure stabilization, the application of 0.38MPa reduced the exposure 
time by nearly 10x.  

The depths of microstructural stabilization, for extruded rods 
oxidized at 170 °C at conditions of ambient and 0.7Mpa pressure is 
illustrated in Figure 2.  The boundaries between stabilized and 
coarsened microstructures are clear and consistent, and the depths of 
stabilization are readily measured by microscope reticle.  The depths 
of stabilization for various conditions of temperatures and pressures 
are summarized in Figure 3. Striking features of these plots are (1) 
the sharply limited growth of the stabilized rim at room pressure and 
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Figure 1.. The effect of oxygen pressure on oxidation mass gains of 
sieved mesophase particles and spun filaments at 170 °C. 
 

 
  Oxygen pressure: 0.1MPa 0.7MPa 
  Exposure time:  46.5 h 49.1 h 
  Stabilized depth: 13.6 (±1.4) µm 48.5 (±7.1) µm 
 
Figure 2. The effect of oxygen pressure on extruded mesophase rods 
oxidized at 170°C, after carbonization to 1150°C. 
 
high temperature, e.g. at 270°C, and (2) the increasing tilt of the 
growth curves at lower oxidation temperatures.  At the lower 
temperatures, there is a delay time before oxidation makes its effect 
apparent in terms of a stabilized layer 

The results at 270 °C are representative of higher temperature 
stabilization: an initial high rate of stabilization to a depth of about 7 
µm after which no further growth is perceptible.  At 220 °C, the 
stabilization rises steadily with time.  At the lower 170 and 150 °C, 
the stabilization depth increases very slowly initially, but given time, 
the stabilization can extend beyond 25 µm, or better than what can be 
achieved at 220 °C. 

For oxidation temperatures under 220 °C, elevating the oxygen 
pressure to 0.7 MPa was effective in increasing the stabilization 
depth.  The 220 °C curve at 0.1 MPa is duplicated in Figure 3b for 
comparison.  The increase in stabilization depth can be significant, to 
as much as 80 µm at the lower temperatures, if processing time is not 
a constraint.  At lower oxidation temperatures (170 °C and below), 
there is a lag period before a measurable stabilization depth appears 
even at the higher pressure.  By prolonging the exposure time, 
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oxidation at lower temperatures is capable of achieving depth of 
stabilization greater than those attained at higher temperatures. Thus 
oxidation at lower temperatures, enabled by relatively modest levels 
of pressure, offers a means of avoiding the effects of over-oxidation 
at the surface of a mesophase body or filament. 
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Figure 3. Stabilization depths for extruded rods as a function of 
exposure time: (a) 0.1 MPa, and (b) 0.7MPa.  In (b) results for 0.1 
MPa and 220 °C are included to demonstrate the effect of pressure 
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Introduction 

Critical parameters for controlling pore size distribution in 
activated carbon include: precursor selection, precursor modification 
and activation conditions. An efficient method for controlling pore 
structure, extensively studied over the past decade, involves 
distributing individual transition metal additives in the carbon matrix 
and then activating the mixture with steam or carbon dioxide. During 
activation, the transition-metal particles are effective agents/catalysts 
for pore formation. The catalytic activity is related to the nature of 
the metal precursor employed. The catalytic activity of bimetallic 
particles should depend strongly on the phase behavior and the 
composition of the particles. If these can be understood and 
documented during the preparation process, metal mixtures may 
provide additional flexibility in controlling the formation of porosity 
and, subsequently, the adsorption and catalytic properties of the 
resulting activated carbon fibers (ACFs).  

The aim of this work is to review the pathways by which metal-
containing ACFs are formed and to show the effect of different metal 
precursors on the final properties of pitch-based ACFs. These 
properties include particle size and distribution, specific surface area, 
pore size and distribution -- properties which are useful in selecting 
ACF to adsorbing specific chemicals, for catalysis or for other 
applications where a defined surface structure is required.  

Here, the production parameters are summarized for ACFs 
containing silver, cobalt and palladium as individual metals or as 
metal mixtures. 
 
Experimental 

Materials. The isotropic pitch precursors with softening points 
(S. P.) of 230, 245 and 253°C used in this study were supplied by 
Chungnam National University, Korea.  Metal precursors (AgNO3, 
Co(NO3)2·6H2O, cobalt (II) acetylacetonate, Co(acac)2, and 
palladium (II) acetylacetonate, Pd(acac)2) were supplied by Alfa 
Aesar Company, USA. 

Preparation of activated carbon fibers. The experimental 
setup is described in detail in a previous publication1. The metal-
containing salts were ground into a powder and sifted using ATM 
Sonic Sifter.  The Ag-Co, Co-Pd and Ag-Pd mixtures were prepared 
by grinding and sifting individual salts separately. The smallest 
fraction of salt/salt mixture particles (size ≤38µm) were mixed into 
molten pitch using an intensive mixer heated to a temperature 
approximately 10°C lower than the softening point of the pitch, 
yielding isotropic pitch precursors that contained 1.0 wt% metal or 
metal mixture in a weight ratio of 0.5:0.5 %. The pure and metal-
containing pitches were then melt spun into multi-filament fiber tows 
using a batch extrusion system. The diameters of the fibers spun from 
the unmixed and metal/metal mixture-containing pitches ranged from 
approximately 15 to 20 microns. As-spun fibers were stabilized in air 
using a conventional oven. The stabilized fibers were carbonized at 
1000ºC in helium using a Raytec Thermalert® 1V Astro 
programmable furnace.  Finally, the carbonized fiber samples were 
activated at 900°C in pure CO2 at atmospheric pressure using a 
temperature-controlled Lindberg tube furnace.  

Characterization Methods.  The phase composition and 
crystallinity of Ag, Co and Pd-containing compounds during ACF 

preparation were determined by x-ray diffraction (XRD) using a 
Scintag 2000 XDS θ/θ powder diffractometer. EDX was performed 
using an Hitachi 3500 SEM to determine the uniformity of the 
composition. An Hitachi FE SEM 4700 was used to determine the 
size and dispersion of the metal/metal containing particles and to 
observe the surface morphology and surface pore size of both the 
outer surface and the cross section of selected fibers. The surface 
properties of the ACFs were determined from nitrogen adsorption-
desorption isotherms obtained at -196ºC using a Micromeritics ASAP 
2020 surface analyzer.  
 
Results and Discussion 

Individual metal (Ag, Co, Pd)-containing fibers. The 
notations in all tables and plots (KU, KAn, KCa, KCn and KPa) 
indicate that Korean isotropic pitch (K) was either unmixed, (U), or 
mixed with AgNO3, (An), Co(acac)2, (Ca), Co(NO3)2, (Cn), or 
Pd(acac)2, (Pa), respectively. 

As was described in our earlier publications2,3, the behavior of 
individual transition metal ions in molten pitch, as well as the 
properties and size of metal-containing particles are closely related to 
the chemistry of the pitch and the nature of metal precursor. The 
observed differences3 strongly affect the activation process and 
surface properties of the resulting ACFs. Figure 1 shows nitrogen 
adsorption isotherms for selected ACFs (BO 62-70%.). The nitrogen 
adsorption isotherm for KAn gradually increased with increasing 
relative pressure, a tendency observed in highly activated carbons 
and attributed to the presence of large micropores and small 
mesopores. The adsorption isotherm for KPa had a sharp knee at low 
relative pressures and a slight hysteresis, behavior that is 
characteristic of microporous carbon with pore-size distribution 
extending to the mesopore range. Micropores and mesopores were 
detected in both KAn and KPa ACFs. Mesopores are generated by 
the Ag and Pd particles as they tunnel through the fiber core during 
activation. The widths of the micropores and mesopores in the Ag-
containing fibers were as large as 200 Å.  In the case of the Pd-
containing fibers, pore widths varied from several Å to about 500 Å.   
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Figure 1.  Nitrogen adsorption isotherms. 

 
The pore network of the KCa fibers contained much larger 

pores, similar to that observed in meso-/macroporous materials. KCn 
fibers had a pore size distribution similar to that of a microporous 
material. Pore size distribution curves for ACFs formed from Ag and 
Co nitrate (KA and KCn) were nearly identical, indicating that these 
two types of fibers prepared from nitrate salts had very similar pore 
structures, and these differed dramatically from the pore structure for 
the KCa ACFs.  This clearly indicates that a different mechanism 
controls the interaction between metal precursor and pitch during 
fiber processing and the formation of pore structure in the two Co-
containing samples. 

Metal mixture (Ag/Co, Co/Pd, Ag/Pd) - containing fibers. 
Notations KAC, KCP and KAP indicate that Korean isotropic pitch 
(K) was mixed with a mixture of AgNO3 and Co(acac)2, Co(acac)2 
and Pd(acac)2, AgNO3 and Pd(acac)2, respectively.  

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  130



 

Ag/Co (KAC) fibers. The metal-containing particles formed 
from this mixture were irregular in shape and size. The chemical 
composition of the particles also varied.  The larger particles 
contained mainly Co, Co oxide and carbide, whereas the smaller 
particles contained mostly Ag.  However, some particles contained 
both metal compounds (Figure 2). Activation and nitrogen 
adsorption results for the KAC ACFs indicated that activation rates 
for these fibers were intermediate between those for the KAn and the 
KCa fibers. However, the pore size distribution (PSD) plot for the 
KAC ACFs demonstrates the individual effect of the two metals 
(Figure 2). Small pores as well as large macropores developed with 
increasing activation time. At high degrees of burnoff the KAC ACFs 
had high specific surface areas and significantly higher pore 
volumes, properties that are characteristic of both KAn and KCa 
ACFs. 

 
 
 
 
 

  
 
 
 
 
 
Figure 2. XRD patterns of carbonized (left panel), PSD plot for 
activated Ag-, Co- and Ag/Co-containing fibers (right panel). 
 

Co/Pd (KCP) fibers. SEM observation of numerous surfaces 
and cross sections of carbonized Co/Pd-containing fibers showed that 
the particles were evenly distributed and more uniform in size.  X-ray 
analyses of the Co/Pd mixture prior to spinning and the as-spun 
fibers did not show any clear peaks attributable to metallic (or 
elemental) Co and Pd. However, the XRD pattern for the carbonized 
fibers, when compared with the XRD patterns of fibers containing 
individual metals, contained peaks which were characteristic of a 
Co/Pd alloy. The result obtained from EDX analyses showed that the 
composition of these metal particles consisted of Co:Pd in a 1:1 
atomic % ratio. It is noteworthy that the alloy was also formed below 
the melting temperature for Co and Pd metals.  However, some small 
particles appear to be pure Pd. Activation and surface analyses 
results for Co/Pd-containing ACFs showed that activation rates for 
these fibers were also intermediate between those for the individual 
metal-containing ACFs, i.e.: the surface area increased dramatically 
with activation time, while the average pore size was comparable to 
that of Co-containing ACFs at a lower degree of activation and it 
decreased with activation time. Like the Ag/Co ACFs, the Co/Pd-
containing ACFs exhibited extremely high pore volumes at high 
degrees of activation. A comparison of the surface morphology and 
the PDS plot (Figure 3) for Co/Pd fibers with those for fibers 
containing individual metals indicates that fibers formed from both 
Co- and Pd-containing salts do not bear features attributable to either 
salt.  The results suggest that combining the two salts creates an 
additive effect. 

Ag/Pd (KAP) fibers. The SEM observation of these fibers 
established that the addition of silver to palladium significantly 
decreased particle size and improved particle distribution. XRD 
patterns of mixture and as-spun fibers (Figure 4) display a clear peak 
attributable to crystalline silver, while the Pd peak is not pronounced. 
By comparison, the XRD pattern of carbonized Ag/Pd fibers, when 
compared to the XRD patterns of carbonized fibers containing these 
same two individual metals, shows that carbonization and activation 
processes favors the formation of nearly perfect spherical Ag/Pd 

alloy particles, with diameters less than 50nm. However, a few 
particles have diameters greater than 100mn. EDX analysis supported 
the XRD results and indicated that the particles were an alloy, 
formed well below the melting point, with a composition of 
approximately 1:1 Ag:Pd (wt%). PSD curves (Figure 4) exhibit a 
more pronounced peak at 39 Å than that detected for the Pd-
containing sample, even at a higher burnoff. An additional peak 
appears between 60 and 70 Å, and this peak is not observed for the 
fibers containing the individual metals. These peculiarities are most 
likely attributable to the formation of the Ag/Pd alloy during the heat 
treatment, and they illustrate the synergistic effect of combining 
these two metals. 
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Figure 3. XRD patterns of carbonized (left panel), PSD plot for 
activated Pd-, Co- and Co/Pd-containing fibers (right panel). 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. XRD patterns for:  a-Pd black, b-Ag-pitch  mixture, c- 
Ag/Pd-pitch mixture, d-KAP as-spun fibers, e-KAP carbonized 
fibers,  f-KAP ACFs (left panel) and pore size distribution plot for 
activated Ag-, Pd- and Ag/Pd-containing fibers (right panel). 
 
Conclusions 

Silver and cobalt additives in the form of nitrate salts primarily 
enlarge the micropores and generate small mesopores with a narrow 
range of sizes. The cobalt additive as an acetylacetonate salt 
catalyzes the activation process, creating large mesopores and 
macropores. The palladium additive gives rise to the formation of 
both small micropores and larger mesopores. Mixing of two different 
metal additives affects both the particle size and the pore structure of 
the final activated fibers.  Combining two different metals can result 
in any of the following: an individual metal contribution, an additive 
or a synergistic effect.  
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Introduction 

Carbonaceous materials have been the subject of various 
research areas including organic geochemistry, environmental and 
material sciences, due to their ubiquitous presence in our 
environment (e.g., air-borne particulate matter from diesel fuel 
combustion and various type of coals as energy sources) and wide 
industrial applications (e.g., adsorbents for water and gas purification 
processes and reinforcing component in composite materials).  

One of the important environmental issues related to these 
carbonaceous materials is their ability to sorb non-polar organic 
pollutants, such as PCBs (polychlorinated biphenyls) and PAHs 
(polycyclic aromatic hydrocarbons) in sediment1. Partitioning to 
aqueous phase and bioavailability of these pollutants were typically 
predicted by simple model based on equilibrium partitioning 
approach with organic matter partitioning (OMP) parameters. 
However, this simple OMP modeling approach often overpredicts the 
concentrations of PAHs and PCBs in aqueous phase2,3, probably due 
to the heterogeneity of carbonaceous materials. Recently, new 
modeling paradigms considering the heterogeneity of these 
carbonaceous materials have been suggested, which describe the 
sorption properties of carbonaceous materials in sediments by linear 
or non-linear combination of multiple phases with different sorption 
properties, such as soot carbon and amorphous organic carbons4,5. 
However, despite the importance of understanding heterogeneities in 
carbonaceous materials, there have been only a few spectroscopic 
and/or microscopic studies performed to prove this assumption yet, 
mainly due to the lack of appropriate tool to probe their chemical 
heterogeneity in sub-micron scale. Our knowledge on their chemical 
heterogeneity in sub-micron scales is thus very limited. 

Synchrotron-based soft x-ray spectromicroscopy (i.e., scanning 
transmission x-ray microscopy (STXM) and near edge x-ray 
absorption fine structure (NEXAFS)) is an ideal tool to address 
questions on chemical heterogeneity of carbonaceous materials at 
sub-micron scales. STXM is one of the few methods capable of 
characterizing particles > 30 nm in diameter in the presence of water 
and/or under atmospheric conditions and NEXAFS spectra combined 
with STXM imaging can provide sub-100nm scale chemical 
information on various environmental and biological samples6-10. 

Here, we present a synchrotron-based soft x-ray 
spectromicroscopy characterization of carbonaceous materials (i.e., 
coke and activated carbon) and show the capability of this novel 
spectromicroscopic tool to identify local chemical heterogeneity of 
carbonaceous materials. 

Experimental 
Sample preparation. Two different types of carbonaceous 

materials were tested with soft x-ray spectromicroscopy in this study. 
Coke was obtained from Ispat Inland Inc. (East Chicago, IL) and 
activated carbon (MRX 10x30) was purchased from Calgon Carbon 
Corporation (Pittsburgh, PA). These raw materials were finely 
grounded and prepared for STXM experiment as follows. Aqueous 
suspensions of these powdered carbonaceous materials were prepared 
in DI water (~0.5 g/L) and approximately 1 µl of each suspension 
was dropped on 100 nm-thick Si3N4 membranes (Silson Ltd.), which 
were then air-dried before STXM observations.   

STXM experiments. STXM studies were performed at ALS 
branch line 11.0.2.2 with the synchrotron storage ring operating at an 
energy of 1.9 GeV and 200-400 mA stored current.  Energy 
calibrations were made using the well-resolved C 3p Rydberg peak at 
294.96 eV of gaseous CO2. The detector was a photomultiplier tube 
with a phosphor scintillator. The STXM sample chamber is He-filled 
to minimize attenuation of the soft x-rays. Normalization and 
background correction of the NEXAFS spectra were performed by 
dividing each spectrum by a second spectrum (I0) taken at a location 
on the sample in which the element of interest is absent. AXis2000 
software (ver2.1p)11 was used to align image stacks and extract 
NEXAFS spectra from image stack measurements. 
 
Results and Discussion 

Soft X-ray Spectromicroscopic Study on Coke particles. A 
STXM image collected on finely grounded coke powders is shown in 
Figure 1(A). A STXM image stack was also collected for the same 
area over the C K-edge energy range (E = 280~310 eV). Figure 1(B) 
and 1(C) shows two STXM images from this image stack, obtained 
from the same sample region at two different energies corresponding 
to different functional groups, such as aromatic (B: E=285.7 eV) and 
ketonic/phenolic group (C: E=286.7 eV). Carbon K-edge NEXAFS 
spectra extracted from different areas of image stack (see Figure 
1(A), indicated by red lines with annotations, a, b, c, d, e, f, and g) 
were also presented in Figure 1(D).  
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Figure 1.  STXM images of Coke particles measured at (A) E = 
286.9 eV (B) E = 285.7 eV (energy corresponds to 1s-π* transition of 
C=C bond in aromatic group) (C) E = 286.7 eV (energy corresponds 
to 1s-π* transition of ketone C=O or phenolic Ar-OH bond), and (D) 
C K-edge NEXAFS spectra collected from different areas of image 
(A) indicated by a, b, c, d, e, f, and g 

 
  As can be seen from Figures 1(B) and (C), STXM images 

collected at different energies can be used to map chemical 
heterogeneities in this carbonaceous material. The image collected at 
E = 285.7 eV, which is near the peak positions of the 1s-π* transition 
of C=C bonds in aromatic group9,10 (Fig. 1(B)) shows several dark 
spots, indicating that the aromatic group is only dominating in this 
regions of the mapped area. As the incident x-ray energy is increased 
to the energy corresponds to 1s-π* transition of ketone C=O or 
phenolic Ar-OH bond9,10 (286.7eV, see Figure 1(C)), the rest of the 
coke particles become apparent in the mapped area. These gray areas, 
which are visible Figure 1(C) but not apparent in Figure 1(B), most 
likely contain significant amount of ketonic and/or phenolic 
functional groups with minor aromaticities. 

Further characterization of chemical heterogeneities in this coke 
powder sample can be done through the C K-edge NEXAFS spectral 
analysis (Figure 1(D)).  In addition to the two major chemical 
moieties assigned above (i.e., aromatic and ketone/phenolic groups), 
Carbon K-edge NEXAFS spectra in Figure 1(D) clearly showed one 
additional major peak located at 288.7 eV, which can be assigned to 
1s-π* transition of carboxylic C=O bond9,10. Wide variation of the 
chemical moiety distributions was also confirmed by NEXAFS 
spectra in this mapped area. The NEXAFS spectrum from region a 
showed spectral features dominated by aromatic moieties, while the 
spectral features of regions b, c and d indicate the presence of 
mixtures of aromatic, ketone/phenolic and carboxylic functional 
groups in this regions. In contrast to these areas visible at an incident 
x-ray energy of 285.7 eV, regions e, f, and g, which were not 
apparent in Figure 1(B) but became visible in Figure 1(C), showed 
spectral features dominated by ketone/phenolic and carboxylic 
functional groups with only minor contribution from aromatic 
functional groups. 

Soft X-ray Spectromicroscopic Study on Activated Carbon 
particles. STXM images and NEXAFS spectra collected on a finely 
grounded activated carbon powder are shown in Figure 2. Similar 
experimental methods used for coke sample were applied to collect 

STXM images and carbon K-edge NEXAFS spectra. As can be seen 
from Figures 2(B) and (C), STXM images collected  at an energy of 
285.1 eV, which corresponds to aromatic group, show only few small 
dark spots, indicating that regions dominated by aromatic groups 
represent only a small portion of the mapped area (see Figures 2(B)). 
As the incident x-ray energy is increased to the absorption energy of 
ketone C=O or phenolic Ar-OH bonds (286.7eV, see Figure 2(C)), 
the rest of the activated carbon particles becomes apparent in the 
mapped area. NEXAFS spectra shown in Figure 2(D) also indicate 
the presence of carboxyl groups in these activated carbon particles 
(peak located at 288.7eV). However, the chemical heterogeneity in 
activated carbon is much less distinct compared to that of coke 
powders shown in Figure 1. Compared to the micrometer sized 
aromatic-rich domains widely distributed in coke powder sample, 
aromatic-rich regions in activated carbon powder were found only in 
a few location and displayed a diameter less than a few hundreds 
nanometer, probably due to much higher specific surface area and 
extensive surface modification during activation process (SSAcoke = 
3.2 m2/g,  SSAAC = 1032 m2/g)12.  

(A) (D) 

(C) (B) 

 
Conclusions 

We have demonstrated direct observations of sub-micrometer 
scale chemical heterogeneities present in carbonaceous materials 
using a novel synchrotron-based x-ray spectromicroscopy method. 
Various chemical moieties (i.e., aromatic, ketonic/phenolic and 
carboxylic functional groups) were found in these carbonaceous 
materials and they display a heterogeneous distribution at a micron or 
sub-micrometer scales. These observations of chemical 
heterogeneities support recent new modeling paradigm considering 
carbonaceous materials as a mixture of multiple phase components. 

 

 

(A) 

(D) 

(C) (B)
Figure 2. STXM image of activated carbon particle measured at (A) 
E = 286.8 eV (B) E = 285.1 eV (energy corresponds to 1s-π* 
transition of C=C bond in aromatic group) (C) E = 286.7 eV (energy 
corresponds to 1s-π* transition of ketone C=O or phenolic Ar-OH 
bond), and (D) C K-edge NEXAFS spectra collected from different 
areas of image (A) indicated by a, b, c, d, e, f, and g. Big dark spot 
located at the bottom left region of STXM images are due to 
uncrushed big particle. In this region, most of the x-ray was absorbed 
and NEXAFS analysis of this region is impossible. 
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Introduction 

Soot particles formed in flames and practical combustion 
devices can be described as fractal-like aggregates comprised of 
spheroidal primary particles.  The size of primary particles is known 
to exceed that of particles incepted from the gas phase.  It is therefore 
often argued that particle aggregation is preceded by a period of 
coalescent growth.1 

It has been argued that transition from coalescent to aggregate 
growth is a result of simultaneous coagulation and surface growth.2  
Mitchell and Frenklach3,4 investigated the mechanism of transition 
from coalescent to aggregate growth by calculating trajectories of 
individual collector particles using a dynamic Monte-Carlo method, 
where collector particles allowed to grow through collisions with the 
surrounding monodispersed candidate particles and simultaneous 
surface growth.  These authors concluded that the morphology of 
aggregating particles is intimately related to both the surface 
deposition and particle nucleation rates. 

Extending this study, Balthasar and Frenklach5 conducted 
similar simulations using a realistic size distribution for selecting 
candidate particles.  The simulation results provided further support 
to the notion that particle nucleation and the presence of small 
particles influence the morphology of primary particles and the 
location of transition. 

In the both studies, however, aggregate-aggregate formation was 
not taken into account.  While the aggregation kinetics was recently 
modeled using a method of moments,6 the morphology of the 
forming aggregates could not be examined with this approach. 

In the present study, we extend the Monte-Carlo method to 
enable numerical simulations of the entire particle ensemble with 
aggregate-aggregate collisions included.  The new approach is 
applied to the formation of soot particles in laminar premixed flames. 

 
Method 

The dynamics of a soot particle ensemble was modeled by the 
Smoluchowski master equations with additional source terms 
included for nucleation and surface reactions.  The latter terms along 
with the gas-phase chemistry were described using the kinetic model 
of Appel et al.7 

The geometric structure of each particle was considered 
explicitly.  The incepting particles were assumed to be spherical.  A 
detailed physical model4 of aggregate-aggregate collisions was 
employed, treating individual constituent particles as hard spheres 
upon collision.  Surface growth was modeled as a uniform increase in 
the diameters of constituent particles comprising the aggregates. 

The population balance was solved by an efficient stochastic 
algorithm, which is built on the concept of majorant kernels.8,9  The 
aggregate-aggregate collisions were treated following Mitchell and 
Frenklach,3,4 as illustrated in Figure 1. 

 

Select Particle 1Select Particle 1  Add Pseudo-sphereAdd Pseudo-sphere  Select Particle 2Select Particle 2  

Put it on Surface of PSPut it on Surface of PS  Select Random TrajectorySelect Random Trajectory  Move Particle 2Move Particle 2  
 
Figure 1.  Illustration of the aggregate-aggregate collision algorithm. 
 
 
Results and Discussion 

Stochastic Model Validation.  To validate the numerical 
implementation, the model was tested for coalescent coagulation.  A 
monodispersed size distribution of spherical particles was used at 
outset and the temperature was kept constant.  The results of the 
stochastic simulations were compared to the solution of the master 
equations obtained with a deterministic ODE solver.  A close 
agreement between the two was obtained. 

Testing Aggregation Only.  Aggregation phenomena and 
aggregate properties formed by collision of mono-dispersed particles 
have been investigated extensively in the past (see, e.g., Ref. 10).  
Hence, as the next test of the model, we performed numerical 
simulations, using the present model, of aggregation of mono-
dispersed particles.  The resulting fractal dimension of Df = 1.9 
compares well with the literature report of 1.91±0.0311.  The resulting 
particles are shown in Figure 2. 

 

  
 

Figure 2. Three-dimensional rendering of sample particles produced 
in the aggregation-only numerical simulations. 

 
 
Application Test Cases.  In the first of this series of test cases, 

we started with nucleation without surface reactions for the first 
interval.  In the second interval, for reaction times greater than 0.5 
ms, nucleation decreased and surface growth increased linearly.  This 
case was constructed mainly to generate large particles (in terms of 
particle volume) within a small simulation time and to test the 
Monte-Carlo sampling of particle properties: radius of gyration, Rg, 
surface area, S, and volume, V.  After a coagulation event, surface 
area and volume were calculated directly by adding the surface areas 
and volumes of the two colliding particles.  After each surface 
reaction step, the Monte-Carlo sampling was used to calculate Rg, S, 
and V of each particle. 

The next test we constructed aimed at closely mirroring soot 
formation processes in a premixed flame but on a shorter time scale.  
In the beginning of the simulation, a strong peak in nucleation was 
constructed with a surface growth being small but non-zero.  Shortly 
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after nucleation started decreasing, surface growth increased and 
peaked.  Surface growth then decreased again and at the end only 
coagulation was active.  Number densities and volume fraction 
computed for this case are shown in Figure 3.  It can be seen that 
evolutions of these two variables closely resemble those usually 
found in a premixed flame.  The mean collision diameter and shape 
descriptor d obtained from the simulated distributions were very 
similar to those found in the simulations using the method-of-
moments aggregate model.6 
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Figure 3.  Numerical results; left panel: N and fv; middle panel: 
number of primary particles versus radius of gyration; right panel: 
primary particle diameter dp, aggregate diameter dc and number of 
primary particles per aggregate Np. 

 
 
Figure 4 shows an example of a soot aggregate generated in 

these tests.  It can be seen that the primary particles comprising the 
aggregates appear to be spheres of similar sizes.  The two-
dimensional projection of the particle shown in the right-hand panel 
compares well to typical transmission electron microscopy (TEM) 
images of soot aggregates. 
 

  
 
Figure 4. TEM image of a soot aggregate (left), and two-dimensional 
TEM-style projection (right) of a sample particle generated in the 
numerical simulations. 

 
 
Finally, we performed numerical simulations with the present 

model for the condition of a 10-bar laminar premixed ethylene-air 
flame, at C/O = 0.673.7,12  Figures 5 and 6 below present the results 
obtained. 
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Figure 5. Number density, volume fraction, and shape descriptor as a 
function of time for a 10-bar laminar premixed ethylene-air flame at 
C/O=0.673.7,12 

  
  

  
 
Figure 6. Three-dimensional renderings (left panels) and two-
dimensional TEM-style projections (right panels) of sample particles 
taken from the simulation of the 10=bar premixed laminar ethyelene-
air flame. 
 
 
Summary 

A stochastic algorithm was used to simulate the population 
balance of soot particles in laminar premixed flames of hydrocarbon 
fuels.  The size and shape of the particles was determined by means 
of a ballistic particle-particle algorithm that simulates the particle 
collisions.  Two-dimensional TEM-style projections of sample 
particles generated in these numerical simulations show features 
similar to the typical TEM images of soot particle collected in 
experimental flame studies. 
 

Acknowledgement.  The support of the Alexander-von-
Humboldt Foundation, Germany, that allowed the stay of MB at the 
University of California at Berkeley is gratefully acknowledged.  
MK,MB acknowledge the support of the Churchill College, 
Cambridge University, UK, and the Marie Curie program under the 
call FP6-2002-Mobility-5.  The research of MF was supported in part 
by the Director, Office of Energy Research, Office of Basic Energy 
Sciences, Chemical Division of the U.S. Department of Energy, 
under contract No. DE-AC03-76SF00098.  We thank Neal Morgan 
for the help with preparation of the two-dimensional projections of 
the simulated particles. 
 
References 
(1) Haynes, B. S.; Wagner, H. G. Prog. Energy Combust. Sci. 1981, 7, 229. 
(2) Wersborg, B. L.; Howard, J. B.; Williams, G. C. Proc. Combust. Inst. 

1973, 14, 929. 
(3) Mitchell, P.; Frenklach, M. Proc. Combust. Inst. 1998, 27, 1507. 
(4) Mitchell, P.; Frenklach, M. Phys. Rev. E 2003, 67, 061407. 
(5) Balthasar, M.; Frenklach, M. Proc. Combust. Inst. 2004, 30, in press. 
(6) Balthasar, M.; Frenklach, M. Combust. Flame 2005, accepted for 

publication. 
(7) Appel, J.; Bockhorn, H.; Frenklach, M. Combust. Flame 2000, 121, 122. 
(8) Eibeck, A.; Wagner, W. SIAM J. Sci. Res. 2000, 22, 802. 
(9) Goodson, M.; Kraft, M. J. Comput. Phys. 2002, 183, 210. 
(10) Jullien, R.; Botet, R. Aggregation and Fractal Aggregates; World 

Scientific: Singapore, 1987. 
(11) Jullien, R. J. Phys. A 1984, 17, L771. 
(12) Jander, H. 1992, Personal communication. 
 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  136



COMPARING HALOGENATION OF SWNTs, SWNT 
MODELS, AND SIMPLE ALKENES 

 
Donna J. Nelson1, Christopher N. Brammer1, Ruibo Li1,  

and E. Ann Nalley2

 
(1) Department of Chemistry, University of Oklahoma, Norman, OK 

73019, Fax: 405-325-6111, djnelson@ou.edu,  
(2) Physical Sciences Department, Cameron University 

 
 Chemical modification and solubilization of SWNTs 
represents an emerging area in research on nanotube based materials.  
Chemical modification of these nanotubes can serve not only to 
increase their solubility but also to affect their properties and 
therefore their applications.  Studying them and characterizing their 
reactivity toward various chemical reactants provides an exciting 
challenge for chemists today.  
 Results of addition reactions to SWNTs are now clouded by a 
number of obstacles, typical of a young field.  (1) The manufacture 
of SWNTs did not produce well-defined molecules as was produced 
with fullerenes.  (2) The situation was further complicated by the fact 
that methods used to purify the SWNTs involved the use of harsh 
chemical reagent to remove impurities such as amorphous carbon, 
metallic catalysts and other impurities.  This also changed the nature 
of the SWNTs, because the reagents attached to the SWNTs 
themselves.  (3) Many reactions enhanced the separation of the 
bundled nanotubes, but this could only be effected through 
functionalization.  
 Both of these needs (separation and functionalization) have 
plagued earlier attempts to carry out chemical reactions with 
individual SWNTs.  Although a number of reactions with SWNTs 
have been studied, many of them involved only reactions at the ends 
of the tubes with the oxidative functional groups.  In some cases, the 
presence of these functionalities can interfere with or consume the 
addition reagent, and given the extent of oxidation, the interference 
might not have permitted reliable results in subsequent addition 
reactions.  Reactions with the sidewalls were further complicated by 
the fact that it was not possible to obtain pure single-unit SWNTs; 
thus reactions at the side walls were most likely performed on the 
outsides of bundles.   
 Because of the above problems, even simple SWNT 
halogenation reactions haven't yet been standardized. This is partially 
because the exact structure and/or bonding of the SWNTs undergoing 
reaction has not been fully understood and/or known. Recently 
Resasco and co-workers perfected a metal catalyzed CO reduction 
process which produces purified SWNTs, with well defined 
morphology, including length, diameter, and stereochemistry.   These 
SWNTs provide a unique opportunity to study SWNT reactivity and 
to further characterize the double bonds in terms of their 
aromatic/alkene character.  We report the comparison of these 
halogenations of SWNTS versus halogenation of selected model 
compounds and versus halogenation of selected alkenes in order to 
increase the understanding of these SWNT reactions and C=C bonds 
constituting the SWNTs themselves. 
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Introduction 

Nanoporous composites of thin hydrophobic carbon layers and 
nanosized metal oxide particles are ideal materials applicable to 
specific adsorption and high-performance catalysis under moisture 
condition. Our group has reported that nanoporous C/SiO2 composite 
can be synthesized from graphite oxide (GO) by using a soft 
chemical method.1, 2 The obtained novel porous nanocomposite of 
carbon and silica has a high surface area greater than 1000 m2/g and 
presents medium hydrophilicity falling between the typical activated 
carbon and hydrophilic silica particles.  

However, the present method requires a large amount of organic 
silicon sources and long hydrolyzing time. A mechanochemical 
method, on the other hand, is a simple but very effective means 
recently applied to the solid state ion-exchange of zeolites and also 
intercalation chemistry of layered materials.3, 4 For improvement of 
the method of synthesis, the subject of this work is to apply the 
mechanochemical method to introduce a controlled amount of 
organic silicon species into the interlayer spaces of GO pre-expanded 
by a long-chain surfactant. We found that this method is very 
effective for obtaining a regular tetraethoxylsilane(TEOS)-
intercalated GO structure and the final composites with very high 
surface areas. Some new findings regarding the intercalation 
structure of silicon species after introduction and the resulting silica 
structure in the final nanoporous composites were also obtained. 
 
Experimental 

Material Synthesis.  GO was synthesized from natural graphite 
by Staudenmier’s method.5 Chemical analysis and thermal 
gravimetry result give the chemical formula of GO to be C8O4.8H1.4 
(oxygen content was from subtraction of carbon and hydrogen). The 
cation exchange capacity (CEC) of the prepared GO was determined 
to be 4.92 meq-[H+]⋅g-1, being 4 to 5 fold that of montmorillonite (0.8 
to 1 meq⋅g-1).  

GO sample pre-expanded by hexadecyltrimethyl ammonium 
ions was prepared by the following reported method.2 GO was first 
dispersed in a 0.05 N NaOH solution by ultrasonic treatment, after 
which 600 ml of 1.8 mM hexadecyltrimethyl ammonium (C16TMA) 
bromide aq. was added dropwise. After filtration with an aspirator 
and sufficient washing with distilled water, the surfactant-
intercalated GO precipitate (denoted GOC16) was collected and dried 
in air at 333 K overnight. The surfactant intercalation amount was 
determined to be 1.48 mmol⋅(g-GOC16)-1 or 4.86 mmol⋅(g-GO-C)-1, 
being equivalent to 55 % of the total ion exchange sites.  

For intercalation of TEOS, the required GOC16 was placed into 
an agate mortar and determined volume of TEOS was accurately 
added. The solid and TEOS were mechanically mixed quickly to 
obtain GOC16S-n where n stands for the mole ratio of TEOS over the 
total amount of exchangeable ion sites in GO and the final products 

(denoted GOC16S-n-823) were obtained by carbonization at 823 K. 
GOC16T-n and GOC16T-n-823 were synthesized at n = 0.5, 1.0, 3.0, 
6.0, 9.0, 9.7, 12, 15, and 22. 

Characterization Method.     X-ray diffraction patterns (XRD) 
of samples were measured by a Rigaku 1200 or 2100 system using 
Cu Kα radiation (λ = 0.15418 nm) in the 2θ range of 1.5 to 50° at the 
operating tube voltage and current of 40 kV and 30 mA. Data were 
collected at a scanning speed of 2°⋅min-1 and a sampling angle 
interval of 0.02°. The weight loss changes of GOC16S-n in air at 303 
K and the silicon contents in GOC16S-n-823 were determined by a 
MacScience-made TG/DTA 2000-type apparatus. Diffuse reflectance 
infrared Fourier transform (DRIFT) spectra were measured by a 
Nicolet NEXUS 470-type FT-IR spectrometer under a continuous 
flow of nitrogen gas of 99.999 % purity from 256 scans at a 
resolution of 2 cm-1. Nitrogen adsorption isotherms were measured at 
77 K by a commercial volumetric apparatus (Belsorp 18A, Belsorp 
Co. or Autosorp-1, Quantachrome Co.). Samples were calcined at 
823 K for 2 h under vacuum before adsorption. The microscopic 
features of samples were observed by a JEOL-made JSM 6330F type 
field-emission scanning electron microscope (FE-SEM) at an 
accelerating electron voltage of 2 kV. 

 
Results and Discussion 

Figure 1 shows XRD patterns of GOC16 and GOC16S-n. GOC16 
has a diffraction peak at 2θ = 2.49 that corresponds to an Ic value 
(1.77 nm) greater than two fold that of GO (Ic = 0.831 nm). Using 
conventional approach, further treatment of GOC16 by excess amount 
of TEOS leads to complete disappearance of the ordered structure.1 
However, as shown in Figure 1, samples after TEOS intercalation by 
mechanochemical method present clear peaks with expanded 
interlayer distances at n < 22. While Ic values and silicon contents of 
samples gradually increase with the increase of added TEOS amount, 
the diffraction peak becomes broader and finally disappears at a n 
value more than 22. Approximated calculation using surfactant 
molecular size implies that surfactant molecules in GOC16 exist in 
GO layers in a titled angle which gradually becomes greater with the 
increase of the TEOS intercalation amount (or n values). Surfactant 
molecules are completely vertical to the GO layers when Ic = 2.81 
nm. Thus, a greater amount of TEOS intercalation at a high n value 
weakens interlayer attraction of GO, easily inducing the layer 
delamination.  
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Figure 1. XRD patterns of GOC16 and GOC16S-n samples. 
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Table 1. Porosities of GOC16S-n-823. 
n         ABET       V0,0.95     V0,meso      V0,micro     Rp, meso

              (m2/g)     (ml/g)     (ml/g)      (ml/g)          nm 
0           60         0.17         0.22         ∼0  2.1 
0.5       155        0.27         0.32         ∼0  2.1 
1         314         0.34         0.33         0.01 2.1 
3         460         0.45         0.41         0.04          2.0 
6       1030         0.73         0.48         0.25          1.9 
9       1040         0.70         0.50         0.20          2.1 

12         945         0.65         0.46         0.19          2.0 
22         780         0.55         0.40         0.15          2.0 

 

Figure 2. (A) Time course of Ic values from XRD measurements of 
GOC16S-n samples at n =  (a) 1, (b) 3,  (c) 6,  (d) 9,  and  (e) 12,  and  
(B) the weight ratio change of GOC16S-6 measured by a TG balance 
in air at RT.  

 
Figure 2 shows the changes of Ic values and weight changes of 

GOC16S-n samples with the time exposed to air immediately after 
TEOS intercalation. Ic values and the weight ratios of the samples 
gradually decrease with the exposure time and almost become 
constant after 9 hours. The constant Ic values and the constant weight 
ratio are still higher than that of GOC16 and that of WGOC16/Winitial, 
respectively, indicating simultaneous evaporation of TEOS 
molecules during formation of stable silica structure in GO layers. 
DRIFT spectra confirmed the formation of silica structure and a 
condensed silica network structure for samples at a higher n value. 
Morphologies of thicker stacking plates were observed for the 
GOC16S-6 sample. The FE-SEM image of the sample after 
carbonization exhibits a clear curved layered structure, indicative of 
formation of a uniform composite between carbon layers and silica 
particles by using mechanochemical intercalation method. 

Figure 3 shows the N2 adsorption isotherms on GOC16-823 and 
GOC16S-n-823 samples at 77 K. All N2 adsorption isotherms present 
the shape typical of type IV or a mixed shape of types I and IV. N2 
adsorption increases with the increase of added TEOS amount, 
reaching a maximum at n = 6 and 9, however, decreasing slightly at n 
> 9. These N2 adsorption isotherms exhibit the evident adsorption 
hysteresis which is closed at P/P0 = 0.45, characteristic of 
mesoporosity. There is also a sharp uprising at P/P0 < 0.1 in N2 
adsorption isotherms of GOC16S-n-823 at n > 3, manifesting the 
formation of microporosities in these samples. Table 1 shows the 
pore parameters of the samples where ABET and V0, 0.95 are calculated 
from BET equation and adsorption amount at P/P0 = 0.95, 
respectively, V0, meso and RP, meso from BJH method, and V0, micro from 

the subtraction of V0, 0.95 and V0, meso. All samples have mesopores 
with an average pore radius around 2 nm. GOC16 and GOC16S-n-823 
with n < 6 almost have only mesoporosities, indicating the 
importance of the house-of-card structure of carbon layers in the 
formation of porosities. On the other hand, GOC16S-n-823 samples 
with n ≥ 6 exhibit high porosities with a specific surface area around 
1000 m2/g, indicating contribution of the interstitial spaces between 
silica nanosized particles to the total porosities. 
 

Figure 3. N2 adsorption isotherms at 77 K on GOC16-823 and 
GOC16S-n-823. Filled and unfilled symbols represent the adsorption 
and desorption branches, respectively.  
 

Conclusions  
Mechanochemical method is a simple but very effective way to 

intercalate a controlled amount of TEOS into interlayers of 
surfactant-pre-expanded GO, by which highly nanoporous carbon-
silica composite can be obtained. 
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Introduction 
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Mesoporous AC or ACF are expected in many applications such 
as catalyst supports, adsorption of large molecules, 
chromatography separation, desulfurization for clean energy, 
electrodes for batteries and fuel cells (1-5). Three methods are 
effective to introduce mesopores in activated carbons: catalytic 
gasification, carbonization of polymer aerogel through sol-gel 
process and templating with silica, zeolite and related inorganic 
materials in which precursors with isotropic textures are generally 
used. Synthetic mesophase pitch showed high graphitic properties, 
high carbonization yield, special structures composed of domains 
and micro-domains, is recognized a unique anisotropic precursor to 
develop carbon materials with high performance (6). Although 
alkali activation such as KOH and NaOH provided a large surface 
area, ascribed to micropores developed in anisotropic precursors 
such as needle coke (7) and mesophase pitch, it resulted into a 
sharp decrease of orderly graphitic structures, even their 
destruction and severe reactor corrosion. Template method appears 
to be expected to induce controlled pores in anisotropic structures 
by careful choosing template (8). 
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In the present study, nanosized silica and Fe(NO3)3 were added 
in synthetic mesophase pitch (MP) and its pyridine soluble part 
(PS), and the obtained mixture was simple stabilization, 
carbonization and removals of silica and iron by KOH solution and 
dilute HCl to be expected to synthesize mesoporous carbons with 
anisotropic structure, respectively. The properties of prepared 
mesoporous carbon derived from mesopase pitch were investigated 
using nitrogen adsorption at low temperature, XRD, SEM and 
TEM. 
 
Experimental 

Preparation of mesoeporous carbons (MCs).  (a) Without 
Fe(NO3)3 addition: Mesophase pitch (MP) or its soluble part in 
pyridine (PS) was mixed with SiO2 in pyridine in which the ratio of 
MP or PS to silica varied from 2:2.5, 2:5 and 2:10 (wt/wt), solvent 
was removed through rotating evaporation apparatus to obtain the 
mixture, then it was oxidatively stabilized and carbonized to obtain 
carbonized mesoporous carbon/silica composite, and finally, the 
composite was washed using KOH solution to get mesoporous 
carbon (MC); (b) With Fe(NO3)3 addition: Fe(NO3)3 (5-20%, base: 
silica) was adsorbed on the surface of SiO2 in pyridine, then poured 
the solution into MP or PS pyridine solution for uniform mixing, 
and solvent was removed through rotating evaporation apparatus to 
obtain the mixture, then it was oxidatively stabilized and 
carbonized to obtain carbonized mesoporous carbon/silica 
composite, and finally, the composite was washed using KOH 
solution and dilute HCl to prepare MC. 

Characterization of mesoeporous carbons (MCs).  Surface 
area of MCs was calculated by BET equation according to nitrogen 
adsorption isotherm in the relative pressure range of 0.05-0.35. 
Pore size distribution of MCs was analyzed by using BJH method. 
The structural feature was characterized by using X-ray 
diffractometer (Rigaku, CuKα target). Morphologies of MCs were 
observed by using HR-TEM and FE-SEM. 
 

Results 
Figure 1 showed nitrogen adsorption isotherm of mesoporous 

carbon-PS5. The adsorption isotherm was Type IV, exhibiting a 
marked hysteresis loop, which belongs to typical mesoporous 
carbons. Figure 2 showed BJH pore distribution of mesoporous 
carbon-PS5. PS5 showed a broad mesopore distribution between 
2nm and 50nm.  The surface areas and pore volumes of 
mesoporous carbons were summarized in Table 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.  N2 adsorption isotherm of mesoporous carbon-PS5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.  BJH pore distribution of mesoporous carbon-PS5. 

 
Direct carbonization resulted in a low surface area and pore 

volume (127m2/g and 0.187ml/g, respectively) based on the 
possible separation of silica from pitch during the process. With the 
increase of stabilization time, total yield of MC increased and 
surface area and pore volume were markedly improved, up to 
369m2/g and 0.578ml/g, respectively. Silica additive amount had 
influential on the properties of MCs. Suitable additive amount 
resulted in the maximum surface area and pore volume. The 
addition of iron nitrate into MP series appeared to not improve 
surface area. 

Compared with mesophase pitch (MP), its pyridine part (PS) 
precursor without the addition of iron nitrate permitted to obtain 
twice large surface area and pore volume, 608m2/g and 0.914ml/g, 
respectively. Its average pore diameter and mesopore ratio were 
about 6nm and 95%, respectively. The addition of iron salt 
increased the surface area and pore volume and enlarged average 
pore diameter and mesopore ratio. The additive amount of 5% 
resulted in the maximum surface area, pore volume, mesopore ratio 
and average pore diameter (917m2/g, 2.031ml/g, 99.5% and 
8.86nm, respectively). The addition increased mesopores varied 
from 3nm to 7nm as observed in their pore size distributions, too.  

The sharp peak of (002) reflections from XRD profiles indicated 
that MCs remained relatively developed graphite structures and 
MP-series showed high crystalline than PS-series, originated from 
precursors. The resultant mesopores whose diameters varied from 
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2nm to 50nm were directly observed by using SEM and TEM, in 
which mesoporous channels were observed. Domains and 

microdomains composing mesopores, mesoeporous channels were 
observed under high magnification. 

 
Table 1.  Preparation conditions and properties of mesoporous carbons (MP and PS series) 

Sample Ratio of mixture 
MP(or PS):SiO2:Fe(NO3)3

Stabilization 
conditions 

Yield SBET Pore 
volume 

Mesopore 
ratio 

 D 

   wt% m2/g ml/g % nm 
MP0-1 2g : 5g :  0% no 78.1 127 0.187 97.8 5.89 
MP0-2 2g : 5g :  0% 300oC for 1h 80.5 247 0.458 95.7 7.42 
MP0-3 2g : 5g :  0% 300oC for 5h 82.0 369 0.557 98.5 6.04 
MP0-4 2g : 2.5g : 0% 300oC for 5h 82.1 304 0.563 99.7 7.41 
MP0-5 2g : 10g:  0% 300oC for 5h 82.2 275 0.376 94.7 5.47 
MP5 2g : 5g :  5% 300oC for 5h 78.2 254 0.377 92.1 5.94 

MP10 2g : 5g : 10% 300oC for 5h 76.0 359 0.643 92.7 7.16 
MP20 2g : 5g : 20% 300oC for 5h 74.3 275 0.445 93.6 6.47 
PS0 2g : 5g :  0% 300oC for 5h 70.3 608 0.914 95.2 6.01 
PS5 2g : 5g :  5% 300oC for 5h 68.5 917 2.031 99.5 8.86 
PS10 2g : 5g : 10% 300oC for 5h 66.4 877 1.567 97.4 7.15 
PS20 2g : 5g : 20% 300oC for 5h 64.2 888 1.708 99.6 7.69 

*Carbonization: 750oC for 1h with a heating rate of 5oC/min; D=4*Pore Vol/SBET; yield base: pitch; 
base for additive of Fe(NO3)3: SiO2; pore volume: calculated at P/P0 of 0.98; SBET: calculated during P/P0 range from 0.05 to 0.35. 

 
Discussion 

Enough stabilization is important to obtain mesoporous carbons 
with high surface area because the process ensures good coating of 
pitch on the surface of silica particles. So, the resultant product 
should inherit the surface morphologies of silica. When silica is 
removed, mesoprous carbons should show similar surface 
characteristics, including area and pore size distribution. Iron salt 
addition increased mesopores from 3nm to 7nm from the pore size 
distributions of mesoporous carbons-MP5, 10, 20, 30 series, mainly 
attributed to the removal of metal particles and slightly decreased 
mesopore ratio, ascribed to the increase of micropore volume based 
on the effect CO2 activation from the reaction between carbon and 
iron oxide from the decomposition of iron nitrate during 
stabilization. Particles of metal iron mostly distributed in carbon 
change in this span after carbonization. So, the removal of iron 
using acid-washing provides these mesopores. 

Uniform mixing is always important to obtain good coating of 
pitch on the surfaces of silica to exhibit high surface area with 
highly developed mesoprous carbons. Without the addition of iron 
salt, PS precursor provided a much higher surface area and larger 
pore volume than MP after carbonization, 369 and 608m2/g, 
respectively. It is obvious that PS can be more uniformly mixed 
with silica in pyridine solution than MP. Another factor that is 
responsible for higher surface area is the conversion of closed pores 
into open ones. During the carbonization of PS, there is the 
formation of a lot of closed pores (mainly mesopores whose 
diameters varied from 2 to 5nm) around silica particles because of 
the evolution of small molecules and the arrangement of 
microdomains composed of stacking of cluster units (every unit 
consists of 3-5 graphitic layers). After the removal of silica, closed 
mesopores are converted into open ones to provide higher surface 
area and larger pore volume and give networked mesopore 
channels as observed by using SEM and TEM photographs. The 
microdomain whose dimension is about5nm appears round 
morphology. 

The addition of iron nitrate or iron oxide remarkedly improved 
the surface area and pore volume of mesoporous carbons derived 
from PS, up to 880-920m2/g and 1.5-2.0ml/g, respectively. On the 
one hand, evolved CO2 reacted with carbon wall to provide some 
micropores. On the other hand, more importantly, the removal of 
iron particles not only provides mesopores whose diameters are 

similar to the dimension of those particles but also converts closed 
pores formed around iron particles into open pores, too. It should 
be noted that the resultant mesoporous carbons (MCs) remains high 
graphitic structures derived from mesophase pitch. 
 
Conclusion 

In the present study, mesoporeous carbons high surface area 
(300-900m2/g) and pore volume (0.5-2ml/g) were firstly prepared 
successfully from mesophase pitch by through movable template 
process without further activation. The removal of nanosized silica 
not only provided mesopores having a surface area about 300 and 
pore size distribution varied from 25 to 50nm, but also converted 
closed pores produced during the carbonization of mesophase pitch 
into open ones, giving mesopores having a surface area about 300 
and pore size distribution varied from 2 to 10nm derived from the 
arrangement of microdomains. Iron addition resulted in a markedly 
improvement of surface area (about 300m2/g) based on three 
mechanisms: template effect, pore conversion effect and CO2 
activation. The study provided a simple and practical method to 
develop or synthesize mesoporous carbons with high yield from 
anisotropic precursors.  
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Introduction 

NOx is an unavoidable and undesirable by-product of 
combustion in air.  While very effective methods have been 
developed for the catalytic removal of NOx from stoichiometric 
exhaust, NOx removal from lean exhaust remains a challenge.  In this 
work, we explore the limitations placed by thermodynamics on the 
direct catalytic decomposition of NOx in air,1 and then explore the 
thermodynamics and kinetics of so-called thermal deNOx,2 or non-
catalytic NOx removal by homogeneous reaction with NH3.   
 
Computational 

Thermodynamic free energy minimization calculations were 
performed using the Chemkin-III3 interface to Stanjan.  Density 
functional theory calculations were performed using the ADF code.4
 
Results and Discussion 

The equilibrium concentration of NOx in stoichiometric exhaust 
is many orders of magnitude less than that required by emissions 
control standards.  In contrast, under lean combustion conditions 
equilibrium NOx concentrations can approach 1-10 ppm.  Even 
assuming a catalyst capable of achieving 100% approach to 
equilibrium, these NOx concentrations integrated over a standard 
drive cycle can approach or even exceed regulated limits.  Thus, NOx 
decomposition for lean NOx emissions control is not a viable 
strategy.   

In contract, under lean conditions and in the right temperature 
window, NOx is efficiently reduced to N2 by homogeneous reaction 
with NH3.  NH2 radical, formed in situ from NH3, exhibits a 
pronounced selectivity for reaction with NOx in spite of the 
thermodynamic preference for reaction with O2 to produce more 
NOx.  The origins of this selectivity can be understood by comparison 
of the potential energy surfaces for the NH2 + NO and NH2 + O2 
reactions (Figure 1).  NH2 radical forms a strongly bound adduct with 
NO, and further reaction to liberate N2 and H2O occurs with little 
barrier.  In contrast, NH2 radical weakly binds to O2 and forward 
reaction to products cannot compete effectively with backwards 
decomposition. 
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Figure 1.  Comparison of BLYP-calculated potential energy surfaces 
for the NH2 + NO (left) and NH2 + O2 (right) reactions. 

 
The origins of these differences in bonding can be understood 

from comparison of the H2NNO and H2NOO molecular orbital 
diagrams.  In fact, as shown in Table 1, NO and O2 discriminate 
between many heteroatom radicals but exhibit similar bonding to H 
and C-centered radicals.  The trends in reaction kinetics follow the 
bond energy trends. 

 
Table 1.  Comparison of radical-NO and radical-O2 bond 

strengths (kcal mol–1) 
 R–NO R–O2 ∆ 

H 47 49 –2 
CH3 40 33 7 
i-C3H7 37 37 0 
CF3 43 37 6 
    
HO 49 7 42 
CH3O 42 –4 46 
F 57 13 44 
Cl 38 6 33 
NH2 48/54 0/15 ~40-50 

 
Conclusions 

High selectivity towards reactions of reductant with NOx over 
competing reactions with O2 is key to catalytic lean NOx removal.  
This selectivity is inherent in the homogeneous, thermal reduction of 
NOx to N2 with NH3 reductant.  Thermal deNOx occurs at 
temperatures too great for many applications.  Effectively catalysts 
need to enhance reactivity of reductants towards NOx at lower 
temperatures without promoting the competing and undesirable 
reactions of reductant with O2.  
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Introduction 

Acid catalysis is at the heart of many hydrocarbon conversion 
processes including catalytic cracking, isomerization, 
oligomerization and alkylation.  The first three of these processes are 
typically carried out over solid acids.  Alkylation, however, is 
predominantly carried out using homogenous HF and H2SO4 which 
are highly corrosive and lead to waste disposal and catalyst 
separations issues. Despite the nearly 30 years of research, there are 
still no solid acid alternatives.  Catalyst deactivation remains one of 
the foremost challenges in finding acceptable solid acid 
replacements. A more complete understanding of the fundamental 
structural and electronic catalyst features that control acidity, 
selectivity and the potential modes of deactivation could 
considerably advance our efforts toward the design of new materials.  
While there have been a great number of studies devoted to 
elucidating the mechanisms which control solid acid catalyzed 
conversion processes, our understanding is still fragmented and 
rather incomplete.  Much of our understanding is based on assumed 
analogies with solution phase chemistry.  Over the past decade, 
however, theoretical efforts have helped to establish fundamental 
concepts of solid acidity in zeolites and its influence on catalytic 
cracking.  Herein we will review some of these general features and 
how they apply to alkylation over heteropolyacids. More specifically 
we examine potential mechanisms that control the isomerization of 
isobutane with n-butene and potential deactivation of HPAs by the 
loss of water.   

The alkylation of isobutane and n-butene occurs via a complex 
reaction network that produces a broad distribution of products.  The 
desired products for the alkylation of isobutane with n-butene are 
highly branched C8 alkanes, mainly trimethylpentanes (TMPs).  
Competing reactions produce undesired side products which lead to 
catalyst deactivation.  Intermolecular hydride transfer which is 
critical for alkylation is significantly inhibited over the deactivated 
catalysts.  Understanding the mechanism for acid catalyzed hydride 
transfer has thus been proposed as “mandatory for the rational search 

for improved solid catalysts” for this reaction.1  Determination of the 
mechanism, including the transition state(s) for the hydride transfer 
step over acid catalysts will help to elucidate the requirements of the 
active site for hydride transfer.  The relative rate of hydride transfer 
compared to the alkylation and isomerization steps must be 
considered in the rational design of effective catalytic materials. 

Heteropolyacids (HPAs) are active for the alkylation of 
isobutane and n-butene but suffer from rapid catalyst deactivaiton.2, 3  
HPAs are proposed to be superacids,4, 5 and their acid strength has 
raised hope that their deactivation during alkylation may be 
surmountable.  Aside from acid strength, HPAs have additional 
advantages over zeolites.  The titration of acid sites with ammonia 
shows that the acid sites of HPAs are of uniform strength.6 As 
hydride transfer is proposed to require a stronger acid site than the 
non-selective side reaction, uniformity may increase reaction 
selectivity.  The diversity of compositions available provides for the 
tuning of HPA acid strength and the inclusion of redox 
bifunctionality.  Furthermore, while the Brönsted acid sites of 
zeolites are restricted to an oxygen of the aluminum tetrahedron, 
protons are mobile over the entire exterior of the HPA structure.  
Researchers have speculated that multiple acid sites may be required 
to catalyze the hydride transfer step of alkylation.7 Mobility may 
allow for a closer proximity of acid sites in HPAs than in zeolites.  
Proton mobility may also allow protons to “undergo the collective 
influence of the environment”8 within the acid catalyst, thereby 
temporarily populating active locations which are not 
thermodynamically favored.  Compared to zeolites, HPAs suffer 
from a lack of available surface area and less defined bulk structure.  
However, the use of HPAs on high surface area supports helps to 
overcome this issue in part. 

 
Computational Methods 

Quantum-chemical calculations were performed using gradient-
corrected density functional theory as implemented in the Vienna ab 
initio Simulation Package (VASP) using plane-wave basis sets.9-11  
Ultrasoft pseudopotentials were used to describe electron–ion 
interactions.12  Exchange and correlation energies were calculated 
using the Perdew-Wang (PW91) form of the generalized gradient 
approximation.13 This method has previously been shown to 
determine an equilibrium Keggin structure in agreement with 
experiment.14 
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Figure 1.  The steps to adsorption of isobutene on phosphotungstic acid.  The three adsorbed states are: a) “physisorbed”, b) 
carbenium-ion intermediate, and c) “chemisorbed” alkoxy.   
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Results and Discussion 

First principles density functional theory is used herein to 
calculate the proton affinity for different sites and different HPAs in 
order establish site distributions and their relative acid strengths. The 
proton affinity of phosphotungstic acid (H3PW12O40, abbreviated 
HPW, Figure 1) was found to be 1080 kJ mol-1, indicating that it is a 
substantially stronger acid than typical zeolites, which have proton 
affinities between 1200-1400 kJ mol-1.15  The activation barrier for 
anhydrous proton-hopping is slightly lower over phosphotungstic 
acid than over HZSM-5,16 indicating the protons may move among 
oxygen atoms on the exterior of the Keggin unit structure in the 
reaction environment.  The adsorption energies of basic probe 
molecules, such as ammonia and pyridine, also rank HPW as a strong 
acid.  The calculated adsorption energy of ammonia to HPW, 130-
150 kJ mol-1, is similar, however, to that determined for adsorption to 
HZSM-517 suggesting that these probes may not be quite so sensitive.  

The relationship between measurements of acid strength and the 
energetics of hydrocarbon conversion processes over HPAs will be 
discussed.  The energetics of the adsorption of alkenes to 
phosphotungstic acid is presented.  Alkenes may adsorb initially 
through the donation of electron density from the carbon-carbon π-
bond to the proton (Fig. 1a).   

Transformation of this “physisorbed” state to the more strongly 
bound alkoxy state (Fig. 1c) occurs by the donation of the proton and 
formation of a covalent bond between the alkyl group and an oxygen 
atom of the catalyst.  Both “physisorption” and “chemisorption” of 
propylene are more exothermic on HPW than on the zeolite 
chabazite18.  The transition state for alkene adsorption is a carbenium 
ion (Fig. 1b), in which proton donation is virtually complete before 
the formation of the alkoxy bond.  The activation barrier for this 
adsorption is lower over HPW than in zeolites.  Higher substitution at 
the alkoxy carbon center leads to a lower activation barrier and 
stronger adsorption.  A tertiary carbenium ion was identified as a 
stable intermediate during the adsorption of isobutene to HPW.  

The reaction energetics of the individual steps in the alkylation 
over phosphotungstic acid (H3PW12O40) were also determined using 
DFT methods. The relative rates of the coupling, isomerization, and 
hydride transfer steps are compared in order to predict deactivation 
rates due to the buildup of heavy hydrocarbons.  The prospects of 
developing a solid acid catalyst for the alkylation of isobutane and n-
butene will be discussed based on the reaction energetics determined 
for heteropolyacid catalysts.  The calculations provide some insight 
into the requirements for an active solid acid.   
 
References 
(1)    Weitkamp, J.; Traa, Y. Catal. Today 1999, 49, 193. 
(2)    Blasco, T.; Corma, A.; Martinez, A.; Martinez-Escolano, P. J. Catal.                                                                                            
         1998, 177, 306. 
(3)    Gayraud, P. Y.; Stewart, I. H.; Hamid, Derouane-Abd Hamid, S. B.;  
         Essayem, N.; Derouane, E. G.; Vedrine, J. C. Catal. Today 2000, 63,  
         223. 
(4)    Okuhara, T.; Nishimura, T.; Watanabe, H.; Misono, M. J. Mol. Catal.  
         1992, 74, 247. 
(5)    Drago, R. S.; Dias, J. A.; Maier, T. O. J. Am. Chem. Soc. 1997, 119,  
         7702. 
(6)    Bardin, B. B.; Bordawekar, S. V.; Neurock, M.; Davis, R. J. J. Phys.  
        Chem. B 1998, 102, 10817. 
(7)    Guisnet, M.; Gnep, N. S. Appl. Catal. A 1996, 146, 33. 
(8)    Baba, T.; Ono, Y. Appl. Catal. A 1999, 181, 227. 
(9)    Kresse, G.; Hafner, J. Phys. Rev. B 1993, 47, 558. 
(10)   Kresse, G.; Furthmuller, J. Comput. Mater. Sci. 1996, 6, 15. 
(11)   Kresse, G.; Furthmuller, J. Phys. Rev. B 1996, 54, 11169. 
(12)   Vanderbilt, D. Phys. Rev. B 1990, 41, 7892. 
(13)   Perdew, J. P.; Chevary, J. A.; Vosko, S. H.; Jackson, K. A.; Pederson,  
          M. R.; Singh, D. J.; Fiolhais, C. Phys. Rev. B 1992, 46, 6671. 

(14)   Janik, M. J.; Campbell, K. A.; Bardin, B. B.; Davis, R. J.; Neurock, M.  
          Appl. Catal. A 2003, 256, 51. 
(15)   Kramer, G. J.; van Santen, R. A. J. Am. Chem. Soc. 1993, 115, 2887. 
(16)   Ryder, J. A.; Chakraborty, A. K.; Bell, A. T. J. Phys. Chem. B 2000,  
          104, 6998. 
(17)    Kyrlidis, A.; Cook, S. J.; Chakraborty, A. K.; Bell, A. T.; Theodorou,   
           D. N. J. Phys. Chem. 1995, 99, 1505. 
(18)   Rozanska, X.; Demuth, T.; Hutschka, F.; Hafner, J.; van Santen, R. A.   
          J. Phys. Chem. B 2002, 106, 3248. 
 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  144



MODELING THE FREE RADICAL CHEMISTRY OF 
MoS, MoCoS AND FeS CLUSTERS 

 
James A. Franz‡, Michel Dupuis‡, Jerome C. Birnbaum‡, Mikhail S. 

Alnajjar‡, Thomas A. Bowden‡ and Thomas E. Bitterwolf† 
 

‡Pacific Northwest National Laboratory, P.O. Box 999, Richland, 
WA 99352 

 
†Department of Chemistry, University of Idaho,  Moscow, ID 83844  
 
Introduction 

Key understanding of structural transformations at hydro-
desulfurization (HDS) catalyst sites can be gained with the help of 
electronic structure calculations.(1) In recent work (2) we presented 
results of a kinetic and theoretical study of the activation of the µ2-
SH group in the complex [CpMo(µ-S)(µ-SH)]2 that revealed a 
dramatic reduction of the S-H bond to 73 kcal/mol from 91 kcal/mol 
in H2S.  The function of Co and Ni in promoted MoS catalysts has 
been explored at near-atomic level for catalysts (3) and in a 
remarkable model study of Curtis and coworkers (4), who have 
identified reactions in which Cp2Mo2Co2S3(CO)4 clusters remove S 
atom from alkane and aromatic thiols, involving apparent reductions 
in C-S bond strengths from ca. 80 to as low as 20 kcal/mol.  In this 
paper, we present results of electronic structure calculations for 
prototype systems containing the Mo2S4, Fe2S2, and CoMo2S4 
clusters. DFT calculations reveal, that the S-H, (and by extension, C-
S), bonds in Cp3Mo2CoS4H2 are dramatically reduced by the 
presence of the Co atom, demonstrating facile homolytic pathways 
for the cleavage of strong S-C bonds in HDS.     
 
Electronic Structure Calculations 

Density Functional theoretical electronic structure calculations 
were carried out using the NWChem 4.5 program. (5)  Geometry 
optimizations were carried out using the UB3LYP method 
implemented with relativistic pseudo-potential (esp.) methods. 
Generally satisfactory geometries are achieved using the sbkjc vdz 
ecp basis set) for metals and 6-31G(d) for CHNSO.  For energy 
calculations, single point calculations using 6-311++G(2d,2p) basis 
set on CHNSO, were employed together with scaled harmonic 
frequencies for calculations of enthalpies at 298K. Bond dissociation 
enthalpies were calculated by means of isodesmic calculations, 
where the enthalpy change for eq. 1 is referenced to the bond 
dissociation enthalpy of H2S, 91.2 kcal/mol and XS-H is the thiol of 
interest: 

HS•  + XS-H  H2S + XS•    (1) 
 
Results and Discussion 

Electronic structure calculations reveal S-H bond strengths of 72 
kcal/mol for (CO)3Fe(µ2-SH)2Fe(CO)3 (1) and 73 kcal/mol for 
[CpMo(µ-S)(µ-SH)]2 (2). When a CpCo group is appended to the 
MoS cluster of 2, the cobalt forms bonds with two sulfur atoms and a 
bonding interaction with one of the Mo atoms to form the structure 3.  

Removal of either S-H atom from 3 leads to two distinct 
radicals.  Radical 4 results from the abstraction of the H atom of the 
SH adjacent to the Co center; the S-H group is predicted to exhibit a 
bond dissociation enthalpy of 35 kcal/mol (compared to 73 kcal/mol 
for 2).  Radical 5 results from the abstraction of the S-H hydrogen on 
the S bridge opposite from the appended Co atom.  The S-H bond 
strength of 3 leading to 5 is found to be 54 kcal/mol.  The results are 
summarized in Table 1. The structures of radicals 4 and 5 are 
depicted in Figure 1.  Note that removal of the hydrogen atom from 
the Mo(µ2-SH)Co bridge leads to the formation of the symmetric 

Mo2S4 cage with Co bridging two sulfur atoms.  Spin density is 
largely localized on Co, suggesting that the sulfur-centered radical 
oxidizes the Co center.  By contrast, abstraction of the S-H atom of 3 
located at the Mo(µ2-SH)Mo bridge retains the structure of the 
central cluster, and the Co center exerts a smaller effect on the 
forming radical center.  For the clusters 1 and 2, abstraction of an S-
H atom retains the core Fe2S2 and Mo2S4 geometries intact. 
 
Table 1.  Bond Dissociation Enthalpies of FeS, MoCoS, and MoS 

Cluster Models 
Parent Thiol Radical BDE, kcal/mol 

[CpMoS(SH)]2,2 [CpMo(u-S)2(µ-S•)(µ- 
SH)MoCp 

73 

(CO)6Fe2(µ-SH)2, 1 (CO)6Fe2(µ-SH)(µ-S•) 72 
Cp3Mo2CoS2(µ-SH)2, 

3 
4 35 

Cp3Mo2CoS2(µ-SH)2, 
3 

5 54 

 
 

Table 2.  Rate Constants for Reactions of  Benzyl Radical with 
Thiols (refs 2,6) 

Parent Thiol kabs/M-1s-1 (benzene, 298 
K) 

BDE, kcal/mol 

Cp3Mo2CoS2(µ-SH)2, 
3 4 

ND 35 

Cp3Mo2CoS2(µ-SH)2, 
3 5 

ND 54 
 

(CO)6Fe2(µ-SH)2, 1 1.2 x 107 72 
[CpMoS(SH)]2,2 2.6 x 106 73 

Naphthalene-2-SH 1.3 x 105 77.9 
n-C8H17SH 3 x 104 87.3 

H2S 2 x 104 91.2 
 

4 

3 

5 
 
 
Figure 1.  Abstraction of the Co(µ2-SH)Mo S-H group of cluster 3 
leads to reorganization of the cluster and formation of the Co-
centered radical 4 (BDE 35 kcal/mol).  Abstraction of the Mo(µ2-
SH)Mo S-H group to form 5 (BDE 54 kcal/mol) retains 
approximately the starting cluster geometry.  
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The reactivity of Mo2S4 (2) and FeS2 (1)  clusters with a carbon-
centered radical, benzyl radical (eq. 2), illustrates the effect of 
reduced S-H bond strengths for a selection of organic thiols, and 1 
and 2.  While no experimental data exist for 3, the other clusters 
shown in Table 2  suggest that cluster 3, analogous to the systems of 
Curtis and coworkers(4), will react with organic carbon-centered free 
radicals at diffusion controlled rates, and that the Mo2CoS clusters 
will dissociate hydrogen atom at temperatures < 400K.  Thus, the 
Mo2CoS clusters provide active sources of hydrogen atom to 
participate in reduction reactions. 
 
PhCH2• + RS-H  PhCH3 + RS•    (kabs, M-1s-1)       (2)    
 
Conclusions 

These calculations illustrate greatly reduced bond strengths of 
the S-H group (and by extension, C-S bond strengths) in the 
CoMo2S4 cluster for the models described here. An important role of 
the mixed metal clusters in induced cleavage of strong sulfur-carbon 
bonds is suggested by these results. The chemistry of the C-S bond 
cleavage step is better understood as a consequence of the 
participation of the redox metal, Co.  Mechanistic steps leading to 
creation of  coordinatively unsaturated sites at Mo and Co remain to 
be explored.  In order to further develop theoretical approaches to 
HDS reactive intermediates, supporting thermochemical data is 
needed for model systems in order to calibrate the predictions of 
electronic structure calculations.  No experimental S-H bond 
strengths have been measured for models of relevance to HDS 
catalysis.  Finally, it is clear that model chemistry in partnership with 
theory and empirical catalysis studies will be necessary to establish 
an improved understanding on the molecular level of HDS.(7) 
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Introduction 

Understanding the interactions of carbon monoxide and 
hydrogen with iron surfaces is of primary importance as these 
systems can be involved in many catalytic processes such as 
methanation or Fischer-Tropsch (FT) synthesis of aliphatic 
hydrocarbons.1,2  In the particular case of FT synthesis there are 
several important issues that continue to receive scientific attention. 
Among these, achieving a chemical understanding of FT processes 
by identification of primary and secondary reaction steps as function 
of external reaction conditions is still lacking.3  In the case of iron 
catalysts the complexity of the mechanism is further increased due to 
the fact that composition and structure of the catalyst change 
following the initial decomposition of CO molecules.  Various types 
of iron carbides or iron oxides in addition to metallic iron have been 
identified as being formed during FT synthesis process.4,5  
Specifically, at least three types of carbon species have been 
proposed to exist, namely a mobile or reactive specie, an immobile 
species and a stable surface carbide.6   

Several previous experimental studies attempted to provide an 
atomistic description of the adsorption and dissociation processes of 
CO and H2 species on iron surface.  Particularly, in the case of 
Fe(100) surface work done in Bernasek group7,8 indicated that below 
440 K CO adsorption takes place molecularly with sequential filling 
of three states corresponding to three types of binding configurations 
of CO molecule. The most tightly bound molecular state, denoted 
CO(α3), is the precursor to dissociation of CO at 440 K, and 
corresponds to CO adsorbed at 4-fold hollow site in a tilted 
configuration.6   

Similarly, H2 adsorption of Fe(100) surface has been analyzed 
in several papers from Madix group.9-11  It was concluded that H2 
adsorption takes place dissociatively and that desorption spectrum 
presents two states, tentatively assigned as β1 and β2, with the 
desorption temperature of β1 state being lower than the one of the β2 
state.  Based on temperature program desorption (TPD) and HREELS 
experiments it was determined that at low coverage, H adsorbs to a 
high ligancy state (β2 state) namely the four-fold (4F) hollow site.  
This state converts with the increase in coverage to a state of smaller 
ligancy (β1 state), tentatively assigned as a pseudo three-fold site, 
asymmetric within the 4F hollow site.11 The interaction between CO 
and hydrogen has also been studied on Fe(100) surface.12  
Preadsorption of hydrogen was observed to reduce the binding 
energy of CO and to inhibit the dissociation of CO molecules.  
Despite this initial progress further detailed studies of the 
hydrogenation processes of C and CHx species on Fe(100) surface 
are still not available.   

In an attempt to clarify some of the initial elementary processes 
that might be involved in the FT process on iron surfaces (Fe(100)), 
in this work we focus on theoretical analysis of the elementary 
processes that take place in the initiation stage. In particular we 
considered both the dissociative adsorption of H2 with formation of 
metal hydrides and CO adsorption and dissociation with formation of 
metal carbide. The resulted surface carbide is then further 
hydrogenated in a stepwise mechanism leading to formation of 
methylidyne, methylene, methyl and eventual to gaseous methane. 

These computational steps will be further extended to include the 
coupling reactions of C2(ad) surface species.   

 
Computational Method 

The calculations performed in this study were done using the 
Vienna ab initio simulation package (VASP).13-15 This program 
evaluates the total energy of periodically repeating geometries based 
on density-functional theory and the pseudopotential approximation.  
In this case the electron-ion interaction is described by fully non-
local optimized ultrasoft pseudopotentials similar to those introduced 
by Vanderbilt.16,17  A plane-wave basis set has been used with a 
cutoff energy of 495 eV.  

Calculations have been done using the spin polarized PW91 
generalized gradient approximation (GGA) of Perdew et al.18 The 
sampling of the Brillouin zone was performed using a Monkhorst-
Pack scheme.19   

The minimum energy paths between different minima were 
optimized by use of the nudged elastic band (NEB) method of 
Jónsson and Mills.20 In this approach the reaction path is 
"discretized", with the discrete configurations, or images, between 
minima being connected by elastic springs to prevent the images 
from sliding to the minima in the optimization. 

 The periodic nature of the surface was considered in the present 
simulations by the aid of a supercell model with periodic boundary 
conditions in all three directions. The majority of calculations have 
been done using a slab model consisting of six layers with the top 
two layers being allowed to relax. Additional tests have been 
performed for the case of supercells with seven layers and double 
side adsorption.  In all calculations a vacuum layer of at least 10 Å 
has been used. 
 
Results and Discussion 

CO Adsorption and Dissociation.  We have shown in our 
previous study21 that CO adsorption on top (1F), in a bridge (2F) and 
at a four-fold (4F) hollow sites can be identified on Fe(100) surface.  
Among these the most stable is adsorption at 4F site with an 
adsorption energy in the range 46.7 and 43.8 kcal/mol depending on 
the exchange-correlation functional (PW91 or RPBE) used.  In this 
state CO molecule is tilted relative to the surface normal by 50° and 
the CO bond is elongated to 1.32 Å. The corresponding vibrational 
stretching frequency was calculated to be 1246 cm-1, significantly 
smaller than the gas phase value of 2143 cm-1.  Among various local 
minima (i.e. 1F, 2F and 4F sites) the highest diffusion barrier of CO 
molecule was found to correspond to diffusion out of 4F site with a 
barrier of about 13 kcal/mol.  The barrier for dissociation of CO 
bound at the 4F site has been found to have a value of 24.5 kcal/mol.  
The resulted C and O atoms adsorb at 4F sites with binding energies 
of 186 and 145 kcal/mol, respectively.  

H Adsorption on Fe(100) Surface. In this work we present our 
results related to adsorption of H2 on Fe(100) surface.  We found that 
this takes place dissociatively with an activation energy of about 3.5 
kcal/mol.  This result agrees with previous experimental findings9-11 
which indicate that dissociative chemisorption of H2 can readily take 
place.  For the atomic H we have determined that in the case of low 
coverages adsorption at both 4F and 2F sites have similar binding 
energies of 8.0 and 7.5 kcal/mol, respectively, with respect to gas 
phase H2.  In the full coverage regime there is a clear distinction 
between 2F (Eads=5.0 kcal/mol) and 4F (Eads=8.9 kcal/mol) 
adsorption sites with a net preference for adsorption at 4F site.  
Moreover, we have analyzed the sequence of sites filling as function 
of coverage and have determined that upon filling all 4F sites 
occupation of 2F followed by 1F sites is possible while adsorption at 
nearby 2F and 1F sites leads to H-H recombination.   
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CHx (x=1,4) Adsorption.  The adsorption configurations of 
methylidyne and methylene at 1F, 2F and 4F sites are indicated in 
Fig. 1 together with the corresponding adsorption energies.  In both 
these two cases the adsorption at 4F site is found to be the most 
stable with binding energies of 161.3 and 99.5 kcal/mol for CH and 
CH2 species, respectively. 
 

 
 

Figure 1.  Adsorption configurations of CH and CH2 species on 
Fe(100) surface. The corresponding binding energies in kcal/mol are 
also indicated.  
 

In contradistinction, methyl adsorption (see Figures 2a and 2b) 
is found to be most stable at 2F site. Finally, in the case of methane 
adsorption we found a very week interaction with Fe surface 
independent of the surface site and molecular orientation relative to 
the surface.  In this case the calculated adsorption energies are very 
small with values of about 0.9 kcal/mol indicating a weakly 
physisorbed state.   

 
Figure 2.  Adsorption configurations of CH3 and CH4 species on 
Fe(100) surface.  The corresponding binding energies in kcal/mol are 
also indicated.   
 

CHx Hydrogenation Reactions. Beside characterization of the 
relative stabilities of various CHx species we have analyzed based on 
nudged elastic band calculations the corresponding activation 
energies for CHx hydrogenation reactions.  The final results are 
summarized in Figure 3.  From this figure it can be seen that the most 
stable species on the surface correspond to chemisorbed atomic 
species followed by CH species.  The rate determining step of the 
entire process corresponds to CO dissociation. 
 
Conclusions  

The main results of our investigations can be summarized as 
follows: 
a) The 4F hollow site is the preferential adsorption site for CO, C, H, 
CH and CH2 species followed by bridge (2F) site.  The on-top 
adsorption site is the most unfavorable site. 
b) CH3 species can adsorb at both 1F and 2F sites with an increased 
preference for the bridge site.   

c) For CO dissociation and CHx (x=1,4) hydrogenation processes the 
rate limiting step is represented by CO dissociation step with an 
activation energy of about 24.5 kcal/mol.   
d) Adsorbed CH species are the most stable from the CHx series.  
   

 
 
Figure 3.  Energy diagram for CO dissociation and hydrogenation to 
CH4 on Fe(100) surface.   
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Introduction 
Fischer-Tropsch Synthesis (FTS), the production of liquid 

hydrocarbons from synthesis gas (CO and H2), is a technically-
proven, economically-promising technology of world-wide 
commercial interest for environmentally-sound production of high-
quality chemicals and liquid fuels from coal, biomass, and natural 
gas1,2. Given the large coal and natural gas reserves, and the 
simultaneously dwindling petroleum reserves, combined with a 
growing need for inexpensive, clean transportation fuels, FTS is 
projected to play an ever increasing role in the near future. 

A number of studies, both experimental 3-6 as well as theoretical 
7,8 have been conducted to understand the mechanism of this 
reaction9,10 on a variety of catalysts. In particular, Fe, Co and Ru 
have been identified as promising catalysts. Methane formation 
during FTS is undesirable as it reduces the yield of higher 
hydrocarbons. Accordingly, efforts have been made to reduce 
methane selectivity  and it has been shown that promoted Fe catalysts 
perform better than Co in this respect6. Nevertheless, to understand 
the mechanism of the FTS reaction, it is extremely important to study 
methane formation in detail as this would provide insights into the 
mechanism of Carbon hydrogenation. More importantly, a 
comparative study between Fe and Co would point out the 
similarities and the differences in the methanation reaction 
mechanism on these catalysts and also help in understanding the 
specific role of possible promoters. 

In this study, we perform a periodic, self-consistent, spin-
polarized DFT investigation of methane formation from CO and H2 
on Fe(110) and Co(0001) surfaces. We examine the binding of 
various reaction intermediates and determine the energetics of the 
elementary steps such as CO dissociation, and H addition to C and its 
partially hydrogenated fragments. Based on these energetics we 
construct the thermodynamic potential energy surfaces (PESs) for 
methane formation on Fe(110) and Co(0001), and use these PESs to 
develop FTS related insights. 
 
Methods 

All calculations are performed using DACAPO11. Adsorption is 
allowed on only one of the two surfaces of the slab and the 
electrostatic potential is adjusted accordingly. Calculations for both 
Fe and Co were spin-polarized. The surface is modeled by a (2×2) 
unit cell, which corresponds to ¼ ML coverage for the adsorbates.  
(110) and (0001) surfaces are used to model Fe and Co respectively. 
Since the Fe(110) surface is more open compared to the Co(0001) 
surface, surface relaxation has a significant effect on the adsorption 
characteristics of various species; hence Fe is modeled using a four 
layered slab with the top two layers relaxed. On the other hand for 
modeling the Co surface a 3 layer static slab is found to be sufficient.  

Kohn-Sham one-electron valence states are expanded in a basis 
of plane waves with kinetic energies below 25 Ry. The exchange-
correlation energy and potential are described by the generalized 
gradient approximation (GGA-PW91), and ionic cores are described 
by ultrasoft pseudopotentials. The surface Brillouin zone is sampled 
with a 4x4x1 k point set for Fe, and with 18 Chadi-Cohen special k 
points for Co. The calculated equilibrium PW91 lattice constant for 
bulk Fe is a = 2.85 Å, in good agreement with the experimental value 

of 2.87 Å. Similarly for Co we calculate a lattice constant of 2.50 Å 
in good agreement with the experimental value of 2.51 Å. 
 
Results and Discussion 

The mechanism for CO hydrogenation to CH4 can be 
represented as follows: 

 CO (g) + *  CO*   (1) 
H2 + 2*  2H*   (2) 

 CO* + *  C* + O*  (3) 
 C* + H*  CH* + *  (4) 
 CH* +H*  CH2* + *  (5) 
 CH2* +H*  CH3* + *  (6) 
 CH3* +H*  CH4* + *  (7) 
 CH4*  CH4 (g) + *   (8) 
 O* + H*  OH* + *  (9) 
 OH*+H*  H2O* +*  (10) 
 OH* + OH*  H2O* + O*  (11) 
 H2O*  H2O(g) + *  (12) 

where * represents a vacant site and X* represents X adsorbed on the 
surface. Although alternative mechanisms involving direct 
hydrogenation of CO prior to its dissociation have been suggested,  
the mechanism outlined above is the most accepted mechanism and 
we have used that for making comparisons between methane 
formation steps on Fe and Co surfaces.  

Structure and Binding of Adsorbates on Fe(110) and 
Co(0001). A summary of the binding energies and the preferred 
adsorption sites for atomic, molecular and radical adsorbates 
involved in methane formation is provided in Table 1. Fig. 1 depicts 
the top view of the Fe(110) and Co(0001) surfaces showing the 
different high symmetry sites at which adsorption of various species 
has been investigated.  
 

Table 1.  Preferred Adsorption Sites and the PW91 Binding 
Energies for the Intermediates involved inCH4 Formation on 

Fe(110) and Co(0001). Reference Zero for Energy corresponds to 
gas-phase species at infinite separation from the corresponding 

slabs. 
 

Fe(110) Co(0001) Species Preferred Site B.E. (eV) Preferred Site B.E. (eV) 
H three-fold -2.99 fcc/hcp -2.79 
C long-bridge -7.56 hcp -6.56 
O three-fold -6.05 fcc/hcp -5.35 

CO top -1.96 fcc/hcp -1.87 
CH long-bridge -6.84 hcp -6.17 
CH2 three-fold -4.28 fcc -3.89 
CH3 three-fold -2.06 fcc/hcp -1.87 
CH4 fcc/hcp/top -0.03 fcc/hcp/top -0.04 

 

                                                
 

           Fe(110)           Co(0001) 
Figure 1. Top views of Fe(110) and Co(0001) surfaces showing the 
four high symmetry sites on each surface.  

 
It is interesting to note that as C gets successively hydrogenated, 

the binding energy of the resulting species decreases significantly 
and CH4 interacts only very weakly with both surfaces (see Table 1). 
Furthermore, all adsorbates listed in Table 1, except for CH4, bind 
considerably stronger on Fe(110)  than on Co(0001). One of the 

long-bridge fcc 

top top 
bridge three-fold 

bridge hcp 
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reasons for this is that the Fe(110) surface is relatively more open 
compared to the close-packed Co(0001) surface. However our 
investigations on the relatively open stepped surface of Co show that 
even on that surface, all the species bind weaker than on Fe(110). For 
example on the stepped Co surface, the binding energies of H (-2.86 
eV), C (-7.29 eV), and O (-5.43 eV) are considerably lower than their 
corresponding binding energies on the Fe(110) surface (Table 1). 
This suggests that the stronger binding of most species on Fe(110) is 
predominantly an electronic effect. 

Thermochemistry of CH4 formation on Fe(110) and 
Co(0001) surfaces. The knowledge of the binding energies of 
various species on the Fe(110) and the Co(0001) surfaces allows us 
to construct a thermodynamic PES for CH4 formation on both 
surfaces (Fig. 2). These PESs give us an insight into the relative 
thermodynamic favorability of the various steps and also allows us to 
make meaningful comparisons between Fe and Co surfaces in order 
to understand the reactivity of these surfaces for methane formation. 

CO(g) 
+2H2(g)

CO*+
2H2(g)

H2O(g)
H2(g)

H2O(g)H2(g)

CH4(g)

CO* + 4H*
C*+ O* 
+ 4H*

C*+
4H*

CH*+ 
3H*

CH2* 
+ 2H*

CH3* 
+ H*

CH4*

En
er
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 (e

V
)

-6.0

-5.0
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-1.0

0.0

1.0

 
Figure 2. Thermodynamic Potential Energy Surface (PES) for CO 
hydrogenation to CH4 on Fe(110) surface (blue) and Co(0001) 
surface (red). Energy zero corresponds to gas phase CO and 2H2 and 
the corresponding slab at infinite separation. 
 

One of the most important differences between methane 
formation on Fe and Co surfaces is the relative thermochemistry of 
CO dissociation on these surfaces:  CO dissociation of Fe(110) is 
exothermic ( =∆E -0.68 eV) whereas it is endothermic ( =∆E 0.92 
eV) on Co(0001), always with respect to the adsorbed CO state. 
Previous DFT studies have shown that simple linear correlations 
exist between the transition state and final state energy of simple 
reactions, such as CO dissociation12. Hence the kinetics for CO 
dissociation are likely to be significantly more favorable on the 
Fe(110) surface than on the Co(0001) surface. Detailed kinetic 
calculations performed by us for this step show that the CO 
dissociation barrier on the Fe(110) surface is only 1.52 eV, whereas 
on the Co(0001) this barrier is 2.73 eV. A comparison of these 
activation barriers with the energy of CO desorption (see Table 1) 
suggests that CO dissociation is preferred over desorption on 
Fe(110), whereas CO desorption is likely to be favored against 
dissociation on  Co(0001).  

Removal of O through water formation seems to be 
thermodynamically easier on Co(0001) than on Fe(110). This 
suggests that significant coverages of O may not be expected on the 
Co surface under typical reaction conditions. Fe, on the other hand, 
may retain surface O and this could account for the formation of the 
Fe-oxide phase which has been suggested to play an active role in 

catalyzing the water gas shift reaction on Fe catalysts under typical 
FTS conditions.  

Hydrogenation of C to CH is almost thermoneutral on Fe(110) 
( =∆E 0.06 eV), whereas the same step is exothermic ( =∆E -0.47 
eV) on Co(0001).  This suggests that the CH formation 
thermodynamics are considerably better on the Co surface than on 
the Fe surface. The subsequent hydrogenation steps to CH2, CH3 and 
CH4 are also more favorable on the Co surface compared to the Fe 
surface. With no exception, all these steps are endothermic on 
Fe(110),, whereas on the Co surface CH2 formation is moderately 
endothermic ( =∆E 0.23 eV) while CH3 and CH4 formation are 
mildly exothermic. The relatively flat PES of Co for C hydrogenation 
steps suggests that these steps are likely to be more facile on 
Co(0001) than on Fe(100).  

The PESs for CH4 formation shown in Fig. 2 indicate that on 
Fe(100), C, H and CH are likely to be the dominant surface species, 
whereas on Co(0001) other intermediates, such as CO, CH2 and CH3 
are also likely to have significant coverages. Fig. 2 also shows that 
CH2 is relatively more stable on the Co surface than on the Fe 
surface. This suggests that CH2 may play a more important role in 
the C – C coupling on Co compared to Fe; whereas on the 
unpromoted Fe surface, one might expect that CH and C may play an 
active role in C – C bond formation. Detailed minimum energy path 
calculations are currently under way. We anticipate that additional 
information derived from these studies regarding the kinetics of these 
elementary steps will provide a more comprehensive picture of the 
unselective route to CH4 formation on these two commonly used FTS 
catalysts. 
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Introduction 

Separation of hydrogen from mixed gas streams is one of 
the key steps required in the large-scale use of hydrogen as a fuel or 
a chemical feedstock. Dense metal membranes are a well-known 
technology for accomplishing this task. Practical metal membranes 
must simultaneously achieve multiple performance objectives, 
including delivering high hydrogen flux, being resistant to poisoning 
by impurities in the feed stream, and being robust to thermal cycling 
and long term use. The use of metal alloys is an obvious route to 
improve upon the well-known properties of pure metals as 
membranes. Many experimental studies of metal alloys as potential 
membranes have been performed. A significant difficulty with 
exploring the range of alloys available as potential membranes is that 
experimental screening of membranes is time-consuming and 
expensive. The aim of our work has been to develop theoretical tools 
that can predict the permeance of hydrogen through metal alloy 
membranes with quantitative accuracy in ways that will complement 
experimental studies in this area. Our work to date has been 
presented in Refs. [1] and [2]. Recently we have made comparisons 
between the predictions of our theoretical methods with extensive 
experimental measurements of PdCu alloy membranes. These results 
will be presented in a forthcoming paper [3]. 
 
Methods 
 We have developed a model that is appropriate for metal 
films that are sufficiently thick that resistance to transport of 
hydrogen through the film is dominated by intracrystalline resistance. 
In this case, the permeance of hydrogen through the membrane can 
be written as a product of the hydrogen solubility and hydrogen 
diffusivity. We further consider physical examples where the 
hydrogen concentration in the alloy is dilute, an approximation that is 
appropriate for separations performed at elevated temperatures and 
moderate pressures. In this case, the solubility of hydrogen in the 
alloy is described simply by Sievert’s constant.  
 To predict the properties of interstitial hydrogen in metal 
alloys we have used plane wave Density Functional Theory (DFT) 
within the Generalized Gradient Approximation (GGA) [1,2]. For 
ordered alloys such as bcc PdCu, we used ordered crystal structures 
with supercells containing 20-30 metal atoms and a single H atom. 
For disordered alloys such as the fcc PdCu alloys, we used a 
supercell of 20-30 atoms with a substitutionally random distribution 
of the metal atoms within the supercell. This approach is sufficient to 
create examples of the many distinct types of interstitial sites that can 
exist in these disordered materials. 
 Hydrogen solubilities are predicted by first computing the 
binding energy of H in many distinct binding sites of representative 
alloys with GGA-DFT [1]. Our calculations include local lattice 
relaxation due to the presence of interstitial H and also incorporate 
zero point energy effects within the harmonic approximation [1]. 
Once these binding energies are computed, we use them to relate the 
binding energy of each site to the local alloy composition (nearest 
neighbors and next nearest neighbors) using a simple expression that 
can subsequently be used to predict binding energies in a site of any 
type for any alloy composition [3]. These binding energies can then 

be used in a statistical mechanical description to predict the Sievert’s 
constant for hydrogen as a function of alloy composition and 
temperature. Comparisons of the predictions of this method with 
experimental data for hydrogen solubility in fcc PdCu alloys 
indicates that our approach accurately predicts the variation in 
solubility in this material as a function of temperature and alloy 
composition. 
 Hydrogen diffusivities are predicted by first performing 
multiple GGA-DFT calculations to identify transition states for local 
hops of interstitial H between adjacent binding sites [1,2]. In 
disordered or partially ordered materials, this information must be 
extended to describe a wide range of possible transitions before 
macroscopic diffusion can be described. This task is accomplished in 
a similar way to our predictions of solubility: a model is 
parameterized from our DFT calculations that predicts the diffusion 
activation energy as a function of the local alloy composition [2]. 
Once this model is available, Kinetic Monte Carlo simulations are 
used to determine the net diffusivity that arise from the hopping of 
isolated H atoms through large numbers of interstitial sites. In these 
simulations, the hopping rates between adjacent interstitial sites were 
computed using a version of quantum correct transition state theory 
that incorporates zero point effects at the level of the harmonic 
approximation. 
 We have used the approach above to predict the diffusivity 
of H in both bcc PdCu alloys and in fcc PdCu alloys [2]. Diffusion in 
the bcc alloys is much faster than in the fcc alloys [1], and is found to 
depend only weakly on the alloy composition in the range of 
compositions where the bcc alloy can exist. Diffusion in the 
disordered fcc alloy, in contrast, is a strong function of the alloy 
composition. As the Cu content of the fcc alloy is increased, H 
diffusion slows down significantly. At 500 K, for example, the 
diffusivity of H in the fcc alloy with 50 at.% Cu is more than two 
orders of magnitude slower than diffusion in pure Pd at the same 
temperature. The effective activation energy of net diffusion in the 
fcc alloy also increases as the Cu content of the alloy is increased. 
 One advantage of the DFT-based lattice model we have 
developed for H diffusion in fcc PdCu alloys is that we can study the 
effect of local ordering in a simple way. We have performed Kinetic 
Monte Carlo simulations of H diffusion in a range of alloy structures 
by holding the alloy composition fixed and varying the short range 
order as characterized by the nearest-neighbor Warren-Cowley 
parameter [2]. Over the range of the Warren-Cowley parameter that 
is typically observed for disordered binary alloys, the observed 
diffusion rates are only weakly dependent on short range order [2]. 
This observation indicates that short-range order is likely to not be an 
important factor in the overall performance of PdCu alloys in 
practical settings. 
 The methods described above for predicting the Sievert’s 
constant and diffusivity of interstitial H in PdCu alloys allow us to 
predict the net permeance of hydrogen through PdCu alloys under 
practical conditions. An important observation here is that this 
prediction does not rely on any experimental input apart from 
knowledge of the crystal structure of the alloy of interest. We have 
compared our predicted permeance with extensive experiments 
performed by thick PdCu foils at elevated temperatures and H2 
pressures from 1-25 atm. These comparisons will be presented in 
detail in a forthcoming publication [3]. 
 
Current Work 

Our work has demonstrated that a first-principles based 
approach can be a useful complement to experimental studies of 
metal alloys as potential hydrogen separation membranes. Our 
current work is focused on two aspects of this general problem. First, 
we are using our methods to screen potential ternary alloys that 
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contain Pd and Cu. The intent of this screening effort is to provide 
information on what metal components can be added to PdCu alloys 
that would potentially increase the net hydrogen flux through a 
membrane by either increasing hydrogen solubility or hydrogen 
diffusivity (or, most preferably, both). A second effort is aimed at 
extending our first-principles based approach to describe the 
diffusion of hydrogen between surface and sub-surface sites at the 
interfaces of metal alloy membranes. For the ultra-thin film films that 
are most desirable in practical devices, the rates of these interfacial 
processes may have an appreciable impact on the overall hydrogen 
permeance. Understanding the transition between bulk-controlled and 
interface-controlled diffusion is challenging experimentally, so the 
use of quantitative modeling methods should yield useful insight into 
the significance of this transition for practical devices. 
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Introduction 
The purpose of this work is to investigate the origin and 

possible means of reducing tobacco specific nitrosamines (TSNA) 
in cigarette smoke.  TSNA in cigarette smoke has been the subject 
of significant research over the last few decades as noted in a 
recent review by Baker [1].  TSNA are considered to be 
undesirable constituents and there has been a general effort to 
reduce TSNA in tobacco/smoke, most notable in burley tobacco, 
which typically has higher levels of TSNA [2].  In general, TSNA 
in smoke have been proposed to come from vaporization of 
endogenous TSNA in the tobacco that form during the curing 
process(es) in the leaf [1,3,4,5].  However, there has been evidence 
of smoke formation mechanisms other than vaporization, namely 
pyro-synthesis  [6,7].  To follow the process of TSNA formation 
during curing and treatment tobacco, we have developed a method 
for correlating smoke TSNA yields with yields determined by 
pyrolysis of tobacco materials. Using this pyrolysis approach, we 
have evaluated the proposed precursors for TSNA, as well as 
attempting to develop methods for reducing the TSNA yield in 
cigarette smoke.  TSNA precursors in tobacco are believed to be 
tobacco alkaloids and nitrate and nitrite [1,8]. 

 
Experimental 

Pyrolysis Procedure. Endogenous tobacco TSNA levels 
were determined from an aqueous ammonium acetate extraction of 
the tobacco filler and subsequent LC/MS analysis for TSNA.  The 
smoke TSNA levels were determined from a standard FTC 
(Federal Trade Commission) smoking protocol using a fiber glass 
filter pad to trap condensable materials (referred to as total 
particulate matter or TPM) followed by extraction of the pad and 
LC/MS/MS analysis. 

The pyrolysis experiments were performed under two sets of 
conditions. The standard pyrolysis procedure involves sliding a 
cigarette section (without filter) or plug of tobacco filler, or boat of 
ground tobacco (1 mm particle size), which was contained in a 10 
mm ID quartz tube, into a preheated gold reflection tube furnace at 
400 °C and holding for 5 min.  Initial sample weights of 300-700 
mg were used.  The tube was constantly flushed by helium at a 
flow rate of 1700 cc/min.  Total particulate matter (TPM) was 
trapped using the fiber glass filter pad in a holder attached to the 
exit of the quartz tube about 120 mm from the furnace exit.  Pad 
breakthrough for TPM and TSNA was determined to be 
insignificant based on analysis of a second inline filter pad.  
Material that condensed on the quartz tube between the furnace and 
the filter pad was included with the TPM on the filter pad for 
aqueous ammonium acetate extraction and subsequent TSNA 
analysis by LC/MS/MS. The four TSNA determined were:  N’-
Nitrosonornicotine (NNN), 4-methylnitrosamino-1-3-pyridyl-1-

butanone (NNK), N’-Nitrosoanabasine (NAT), and N’-
Nitrosoanatabine (NAB). 

A second set of pyrolysis conditions were used to investigate 
TSNA formation/evolution.  Selected samples were heated at a 
constant rate of 30 °C/min and TPM pads changed about every 20 
°C to determine the temperature evolution profile of the TSNA.  
Selected samples were also pyrolyzed at a set of fixed furnace 
temperatures from 250 - 600 °C to determine if preset pyrolysis 
temperatures had a significant effect on TSNA yields.  The 
residence time of the gas in the hot zone was calculated to be about 
0.1 second.  Selected samples were also tested in the standard 400 
°C furnace under a gas flow of 5% or 10% O2 in helium as well as 
under 0.4% NO in helium to determine if these gases had a 
significant effect on the yield of TSNA. 

Tobacco Materials.  Tobacco samples consisted of a 
Kentucky reference 2R4F blend and selected burley tobacco 
samples from the 2002 – 2004 crop years.  A sample of 2R4F and 
two of the burley samples were pyrolyzed after the standard 
endogenous filler TSNA extraction procedure to determine if any 
TSNA are ‘bound’, and not extractable with the solvents used. 

Precursor Materials. Precursor materials consisted of 
nicotine (99+% from Acros Chemicals), nicotine tartrate (99%), 
nornicotine (99%) and anabasine (90%), all from Sigma-Aldrich 
Chemicals; mixed with either KNO3 or KNO2 (certified A.C.S. 
from Fisher Scientific) and Avicel microcrystalline cellulose (ash 
content < 0.008% from FMC Corp.) powder in a water slurry and 
then vacuum dried at 35 °C before pyrolysis.  Target levels of 
about 2-2.5% of the alkaloid and about 2-4% of nitrate/nitrite on 
cellulose were used.  These reflect nicotine contents of typical 
tobaccos [9] and gave an excess molar amount of nitrate/nitrite 
compared to the alkaloid.  The nicotine content of the burley 
tobacco samples in this study ranged from approximately 2 to 4 %. 

 
Results and Discussion 

TSNA Smoke and Endogenous Levels.  Figure 1 shows the 
chemical structure of the four TSNA studied here and the possible 
precursor alkaloids from which they could be derived via 
nitrosation.  The pathway for nicotine to form NNK and NNN is 
complicated.  This figure is shown to illustrate the chemical 
structures and not to imply the definitive pathways of formation. 

 
Figure 1. Tobacco alkaloids and TSNA [1] 

 
The primary objective of this study was to determine if TSNA 

yields from pyrolysis of burley tobacco correlate with, and 
therefore provide a method for predicting, smoke TSNA yields.  It 
could then be used as a means for studying the TSNA formation 
during curing/storage and possibly lead to ways to reduce them.  
The secondary objective was to use pyrolysis to investigate the 
mechanisms of TSNA formation and evolution.  Are TSNA pyro-
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synthesized during smoking and to what extent?  And are any of 
the TSNA bound in the filler and pyro-released during smoking?  
Hopefully these results will lead to understanding their formation 
and eventually a means by which to reduce or minimize them in 
smoke. 

When smoke TSNA yields are compared with the 
corresponding TSNA endogenous levels in the filler, one would 
expect to see an increasing smoke yield with increasing 
endogenous filler levels.  Data from a set of 2002 burley samples 
showed nearly constant smoke yields over a range of a factor of 
more than three in endogenous filler levels of TSNA.  This data in 
shown in Figure 2.   
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Figure 2.  Comparison of endogenous TSNA levels to cigarette 
smoke TSNA yields for 2002 Burley samples 

 
The data implies more than just transfer of endogenous TSNA 

to mainstream smoke (MSS).  It is likely explained by pyro-
synthesis.  Pyro-synthesis could explain the reported higher 
‘transfer efficiency’ of endogenous TSNA into MSS for burley 
tobaccos [2]. 

Pyrolysis Yields versus Endogenous Levels for Burley.  To 
better determine the extent to which each TSNA is formed by pyro-
synthesis, the pyrolysis yields were compared with the endogenous 
yields per gram of tobacco for 2002 -2003 burley samples.  NNN 
and NAT (the major TSNA from burley) seemed to converge to a 
point where pyrolysis yields approximately equaled endogenous 
levels, even though for most samples, pyrolysis yields exceeded 
endogenous yields.  For NAB, the pyrolysis yields were always 
much higher than the endogenous levels, indicating a greater 
propensity for pyrosynthesis during heating.  NNK also always 
produced a higher pyrolytic yield than the endogenous level.   
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Figure 3. Comparison of pyrolytic TSNA yields and endogenous 
TSNA levels for Burley tobacco samples 

 
The data for combined total TSNA for pyrolysis versus 

endogenous is shown in Figures 3.  A diagonal line across the 
graph would represent a one-to-one correspondence of pyrolytic 
yield to endogenous levels.  Some points lie on the line, which 
indicate equal pyrolysis and endogenous levels.  In most cases, 
these samples had significantly more pyrolytic TSNA than 
endogenous TSNA. 

Pyrolysis Yields versus MS  Smoke Yields.  Figure 4a shows 
how pyrolysis results correlate with smoking results for the burley 
tobacco samples. This figure shows the total TSNA yields for 
pyrolysis (ng/mg tobacco) and MS smoke (ng/mg TPM) for the 
burley samples. The linear regression correlation fitted to this data 
is 0.89.  For the individual TSNA, the fitted linear correlations 
went through the origin and had slopes of 0.15 - 0.18.  This 
suggests that pyrolysis may be a direct method for predicting 
smoke results.  Since approximately 15% of tobacco is converted 
into TPM during smoking (as well as the pyrolysis experiments of 
this study), it is not surprising that the correlation between ng/mg 
of tobacco from pyrolysis and ng/mg of TPM from smoking would 
be roughly the same value.  There are some differences in TPM 
between different types of tobacco. 

Total MSS TSNA   (ng/mg TPM)

0 50 100 150 200 250

To
ta

l p
yr

ol
ys

is
 T

S
N

A
  (

ng
/m

g 
to

b)

0

10

20

30

40

50

  
Figure 4a. Comparison of TSNA yields for pyrolysis and smoking 
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NNK has a tighter correlation when compared to the more 
abundant NNN and NAT, as is shown in Figure 4b.  A possible 
explanation of this result is the inherent variability in pyrosynthesis 
(which occurs significantly in many samples for NNN and NAT) 
compared to the smaller variability of pyro-release of pre-formed 
levels; which we believe is more dominate for NNK. 

MSS  NNK  (ng/mg TPM)

0 5 10 15 20 25

P
yr

ol
ys

is
 N

N
K

 (n
g/

m
g 

to
ba

co
)

0

1

2

3

4

 
Figure 4b. Comparison of NNK yields for pyrolysis and smoking 

 
Table 1 compares the yields of TSNA from pyrolysis of 2R4F 

blend tobacco, per mg of tobacco and per mg of TPM, for cigarette 
rods and ground tobacco filler with TSNA yields from cigarette 
smoke per mg of TPM.  When compared on a per TPM basis, the 
pyrolysis yields and the smoking yields show good agreement.  
This indicates we should be able to use the pyrolysis method to 
follow potential smoke yields through tobacco curing and 
processing.  Using cigarette rods or ground filler did not seem to 
make a significant difference. 

 
Table 1. Comparison of TSNA Yields from Pyrolysis and 

Smoking for 2R4F Blend Tobacco 
2R4F blend NNN 

ng/mg 
NNK 
ng/mg 

NAT 
ng/mg 

NAB 
ng/mg 

TSNA 
ng/mg 

Pyrolysis 
Cigarette  rod 
per tobacco wt. 

2.34 
+0.10 

2.17  
+ 0.21 

1.77  
+ 0.17 

0.27 
 + 0.02 

6.55 
 + 0.50 

Pyrolysis  
Ground  filler 
per tobacco wt. 

2.58 
 + 0.3 

2.24 
+ 0.06 

2.18 
 + 0.06 

0.27 
 + 0.02 

7.27 + 
0.45 

      
Pyrolysis 
Cigarette rod 
per TPM 

15.76 
+ 1.26 

14.63 
+ 1.66 

11.97 
+ 1.03 

1.80 + 
0.12 

44.16 
+ 4.07 

Pyrolysis  
Ground  filler 
per TPM 

16.54 
+ 2.31 

14.32 
+ 0.53 

13.98 
+ 0.46 

1.75 
 + 0.11 

46.59 
+ 3.41 

      
Cigarette Smoke 
per TPM 

14.4 -
16.0 

12.6 - 
14.1 

12.1 - 
12.3 

1.47 - 
1.52 

42.1 - 
43.1 

 
Effects of Pyrolysis Conditions. To determine the 

temperature at which TSNA evolve from tobacco, two burley 
samples were heated at a rate of 30 °C/min with the filter pads 
changed at 20 °C increments to determine temperature dependence 
of TSNA evolution. The results are shown in Figure 5.  Samples of 
high (14 ng/mg) and low (5 ng/mg) endogenous TSNA burley gave 
similar results for total TSNA yield at slow heating rate (30°C/min 
up to 400°C), which were consistent with the 400 °C higher 
heating rate experiments (heating rate ~ 200-300 °C/min when 

using pre-set 400 °C furnace).  However, the total yields at 30 
°C/min were slightly less (about 15-20%) than at the higher heating 
rate (200-300 °C/min).  A slight heating rate dependence suggests 
residence time in the solid matrix may allow more time for 
precursors to react with other species or pre-formed TSNA to 
decompose.  TSNA evolve over the same general range of about 
150–300 °C, whether we are observing primarily vaporization or 
pyro-synthesis. 

Temperature   (oC)

0 100 200 300 400 500

P
yr

ol
ys

is
 to

ta
l T

S
N

A
  (

ng
/m

g 
to

ba
cc

o)

0

1

2

3

4

5

high endogenous burley
low endogenous burley

 
Figure 5. Evolution of TSNA from Burley Tobacco at a heating 
rate of 30 °C/min 

 
Figure 6 shows the temperature evolution for the four 

individual TSNA.  NNN and NAT, which are the primary TSNA 
from burley, show a slightly lower peak temperature of evolution 
than the NNK and NAB.  The slightly higher temperature evolution 
for NNK and NAB we believe are consistent with their greater 
likelihood of pyro-synthesis and pyro-release. 
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Figure 6.  Evolution of individual TSNA from high endogenous 
burley at a heating rate of 30 °C/min 

 
TSNA yields were determined for the reference 2R4F blend 

tobacco over a range of pre-set furnace temperatures from 250 – 
600 °C. TPM production from tobacco peaks from 300-400 °C and 
ends by about 500 °C.  Above 500 °C the tobacco continues to lose 
weight by formation of non-TPM volatiles (CO, CO2, CH4, H2 
etc.).   Pre-set fixed pyrolysis temperatures between 300 and 500 
°C gave approximately the same TSNA yield, within experimental 
error.  Yields at 250 °C were about 85% of the maximum yield and 
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600 °C gave about 65% of the maximum yield.  Below 300 °C, not 
all of the TSNA are evolved, and above 500 °C, one observes the 
apparent decomposition of TSNA in the gas stream, even at short 
residence times.   Temperatures of at least 250 – 300 °C are 
required to evolve all TSNA from the tobacco on a time scale of 
minutes.  For a very long time scale, TSNA evolution and 
decomposition may occur at lower temperatures. 

Oxygen Studies.  Table 2 summarizes the results from 
pyrolysis of 2R4F tobacco in helium and in 5 and 10 % O2 in 
helium.  It is concluded from these experiments that the presence of 
O2 did not significantly alter TSNA yields. 
 
Table 2. Effects of O2 during 400 °C Pyrolysis - Relative TSNA 

Yields  from 2R4F Normalized to Helium Control  
Carrier 
Gas 

NNN NNK NAT NAB Total 
TSNA 

Helium 1.0 1.0 1.0 1.0 1.0  + 0.13 
5 %  O2 0.91 0.90 0.85 0.90 0.89 + 0.09 
10 %  O2  0.85 0.97 0.94 1.03 0.92 + 0.10 

 
Extraction of Tobacco and Bound TSNA.  A sample of 

2R4F blend tobacco and two burley tobaccos (high and low 
endogenous TSNA levels) were extracted with aqueous ammonium 
acetate (used for determining the endogenous TSNA levels) and 
then were pyrolyzed after extraction.  TSNA yields were 
normalized back to the controls per unit weight of un-extracted 
tobacco.  This data is summarized in Table 3.  The major finding 
here is that a significant portion of the NNK remains after 
extraction, whereas the other three TSNA are essentially 
completely removed.  If the endogenous level are added to the 
pyro-release NNK yields for the two extracted burley samples, they 
essentially add up to the total pyrolytic yields for the starting 
tobacco; suggesting pyro-release as a major mechanism. This 
would suggest, at least for these burley samples, that NNK is 
primarily pre-formed, but a significant amount is bound (un-
extractable) in the tobacco matrix and only released upon heating.  
Consequently NNK differs distinctly in this regard from the other 
three TSNA as being pyro-released rather than pyro-synthesized. 

 
Table 3. Relative Ratio of Pyrolysis TSNA Yield from Aqueous 
Ammonium Acetate Extracted Tobacco Normalized to Control 

Starting Tobacco Weight Basis 
sample NNN NNK NAT NAB 
2R4F 0.05 0.72 0.04 ND 
low burley 0.01 0.72 0.01 ND 
high burley 0.03 0.58 0.04 0.03 

ND = not detected 
 
 

Precursors for Pyro-synthesis. Figure 7 shows TSNA 
yields from 2004 burley samples with different nitrate fertilizer 
levels.  A general increase in TSNA is observed with increasing 
nitrate fertilizer level.  The nitrate/nitite in tobacco is considered 
the main source of nitrosation or nitrosating agent. 
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Figure 7.  Effect of nitrate fertilizer levels on TSNA yields at 400 
°C  

 
NO  Studies. Is the nitrosation of the tobacco alkaloids 

during heating or smoking (i.e., during pyro-synthesis) a gas/solid 
or gas phase reaction?  To answer that question, the decomposition 
of nitrate or nitrite salts and their ability to produce NOx in the 
temperature range where TSNA are formed must be determined.  
TG/MS (thermogravimetry /mass spectrometer) experiments were 
performed with KNO2 and KNO3 mixed with cellulose powder 
(Avicel).  During the major decomposition of nitrate and nitrite, 
NO is released (a small amount of NO2 with nitrate).  For the pure 
salts, the decomposition does not begin until the temperature is 
about 500 – 600 °C.  In the presence of a biomass matrix 
(cellulose), nitrate salts decompose over the range of 300 – 350 °C 
(in conjunction with the cellulose); while nitrite salts in the 
presence of cellulose decompose at temperatures as low as 220 °C.   
This would suggest that nitrite could decompose in the presence of 
an organic matrix over the same temperature range as TSNA are 
formed or evolved. 

The effects of NO in the gas stream were studied to determine 
if TSNA yields increased, and if so, at what temperatures.  It has 
been reported that TSNA can form presumably from reaction with 
NOx and alkaloids on the TPM filter pad during smoking [10]. 
Table 4 shows data with and without 0.4% NO under our pyrolysis 
conditions of 400 °C for 5 minutes for 2R4F blend and a burley 
sample.  The concentration of NO used is a considerably higher 
than tobacco would encounter in a cigarette under smoking 
conditions (about 0.02-0.04%).  Oxides of nitrogen in fresh smoke 
are essentially all NO [11].  From Table 4 it appears that NO did 
not produce an increase in TSNA yields. 

 
Table 4. TSNA Yields from 400 °C Pyrolysis of 2R4F and a 

Burley Sample with/without 0.4 %  NO – Normalized to Helium 
Control 

Sample NNN NNK NAT NAB Total 
TSNA 

2R4F 
helium 

1.0 
 + 0.15 

1.0  
+ 0.06 

1.0 
+0.10 

1.0  
+0.12 

1.0 
 + 0.11 

2R4F 
0.4%  NO 

0.89 
 + 0.08 

0.87  
+ 0.06 

1.11 
+0.17 

1.02 
+0.16 

0.96 
 + 0.10 

      

burley 
helium 

1.0 
 + 0.07 

1.0 
 + 0.07 

1.0 
+0.08 

1.0 
+0.06 

1.0  
+ 0.07 

burley 
0.4% NO 

0.75 
 + 0.04 

0.84 
 + 0.04 

0.82 
+0.03 

0.79 
+0.09 

0.79 
 + 0.04 
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These preliminary results suggest that  solid/liquid phase 
pyro-synthesis reactions are more likely the mechanism of pyro-
synthetic TSNA in smoke than gas/solid reactions.  At low heating 
rates there is more residence time for gas/solid reactions, whereas 
at higher heating rates, the pyrolysis reactions occur too fast for 
interaction with NO at the temperatures of TSNA evolution. The 
heating rates during cigarette smoking can be as high as 500 °C/sec 
during puffing [12].  A small effect of heating rate on pyrolysis in 
helium (30 °C/min compared to 200-300 °C/min) was seen - an 
apparent decrease in TSNA yield of about 15-20 % at the slower 
heating rate.  However, this is a small difference for pyrolysis 
experiments, and suggests that heating rate is not a critical factor in 
understanding TSNA evolution, even though heating rates equal to 
cigarette puffing conditions have not been investigated in this 
study.   

Alkaloid and Nitrate/Nitrite Precursor Studies.  Samples of 
tobacco alkaloids with KNO3 and KNO2 on a cellulose substrate 
were pyrolyzed using the fixed temperature 400 °C pyrolysis 
method.  Samples were made from nicotine (N), nicotine tartrate 
(NT), nornicotine (NN) and anabasine (AB), mixed with either 
KNO3 or KNO2 and Avicel microcrystalline cellulose powder.  The 
results are summarized in Table 5.  These preliminary studies show 
that it is possible to pyro-synthesize NNN and NNK from nicotine, 
but the relative amounts and ratios depend on whether the nicotine 
was in its un-protonated form or a salt.  Un-protonated nicotine 
favored NNK and nicotine tartrate favored NNN.  NNN and NAB 
can pyro-synthesize from nornicotine and anabasine, respectively, 
when in the presence of nitrite or nitrate.  Yields were much higher 
in the presence of nitrite.  These conversion yields would more 
than account for TSNA yields from the tobacco.   

 
Table 5 Relative Conversion of Tobacco Alkaloids to TSNA by 
Pyrolyis at 400 °C on a Cellulose Matrix with added KNO2 and 

KNO3
2.5 %  alkaloid 
 
excess NO3/NO2

Conversion 
efficiency to 
NNN (% ) 

Conversion 
to NNK 
(% ) 

Conversion 
to NAB 
(% ) 

NT + NO3 0.58 0.007  
NT + NO2 0.02 0.04  
N + NO3 0.0008 0.001  
N + NO2 0.08 0.19  
    
NN + NO3 0.05   
NN + NO2 2.94   
    
AB + NO3   0.08 
AB + NO2   5.51 

 
Conclusions  

Smoking and pyrolysis results are consistent.  Higher yields of 
TSNA have been measured than can be accounted for by 
endogenous levels for many burley samples indicating that pyro-
synthesis/pyro-release during heating/smoking of tobacco can be a 
significant source of TSNA.  Monitoring the endogenous TSNA 
levels in tobacco during curing/aging may not give a reliable 
indication of potential smoke deliveries from the tobacco at that 
point in the curing/aging process.  Total TSNA yield is 
proportional to endogenous plus available pyrosynthesis and pyro-
release. 

TSNAs evolve primarily over the temperature range of 150 – 
300 oC from tobacco.  NNK and NAB peak at slightly higher 

temperatures, consistent with other observations that they are more 
likely to be pyro-synthesized or pyro-released.  However, they 
usually  account for only a small portion of the total TSNA in 
burley tobacco.  NNN and NAT can be pyro-synthesized, or 
depending upon curing, be essentially be released through a 
vaporization process.  NAB appears to be significantly 
pyrosynthesized in all samples we have observed.  A significant 
portion of NNK may be bound in the filler matrix and not 
accounted for by extraction methods.  Hence, apparent pyro-
synthesis of NNK is likely pyro-release of pre-formed NNK (or 
precursor) bound in the tobacco cell wall material. 

Pyrolysis in 10 % O2 did not significantly alter the TSNA 
yields.  Therefore, pyrolysis in an inert atmosphere should be 
sufficient for correlating with smoke. Pyrolysis in 0.4% NO at 400 
°C did not increase TSNA yields, suggesting that a gas/solid 
pyrosynthesis reaction is not likely the mechanism in a cigarette. 

Pyrolysis of tobacco alkaloids with nitrite and nitrate, in a 
cellulose matrix, yielded TSNA.  Nicotine yielded NNN and NNK; 
relative yields depended on whether it was in a salt form or not.  
Nornicotine and anabasine yielded NNN and NAB, respectively; 
with much greater yields in the presence of nitrite. 
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Introduction 

The formation of polycyclic aromatic hydrocarbons (PAHs) 
from tobacco has been extensively studied over the past four 
decades.  Benzo[a]pyrene (B[a]P), a 5-ring PAH is a well known 
carcinogen and as such its formation has received much attention.  Of 
the many individual component classes in tobacco (alkaloids, 
reducing sugars, cellulosic materials, long-chain hydrocarbon waxes, 
amino acids, proteins, etc.), lipophilic tobacco components such as 
phytosterols, saturated aliphatic hydrocarbons, and terpenoid 
compounds were believed to be the major precursors of PAHs 
formed from a burning cigarette(1).  Most of the data put forth in the 
literature to support the proposed precursor pools was obtained from 
pyrolysis experiments carried out on tobacco, selective tobacco 
extracts, and individual tobacco components at temperatures > 700 
oC and at gas phase residence times on the order of seconds to 10’s of 
seconds(2-4).  The recently reported formation of 2 to 5 ring PAHs at 
pyrolysis temperatures below 600 oC in µg/g quantities from tobacco 
and carbohydrate samples such as cellulose, glucose, and sucrose 
highlights a low temperature mechanism for PAH formation(5,6). 
In this study a number of solvent extracted tobaccos and individual 
tobacco components such as sterols, long-chain hydrocarbons, fatty 
acids, carbohydrates and polyphenols have been pyrolyzed at 600 oC 
in an effort to identify low temperature B[a]P precursors.  The yield 
of B[a]P obtained per gram of sample pyrolyzed has been normalized 
to the amount of each component present in tobacco.  The B[a]P 
yield from a mixture of selected lipophilic and cell wall components 
in tobacco has also been investigated. 
 
Experimental 
Materials   

Tobacco Samples. Bright (flue cured) lamina and bright lamina 
extracted with hexane, ethyl acetate and water were ground (10 - 150 
µm particle size) prior to pyrolysis.  The hexane and ethyl acetate 
extracted samples were prepared using a Soxhlet extraction setup.  
The water extracted sample was prepared by extracting a sample of 
bright lamina packed in a column with a continuous stream of 
deionized water totaling 20 L at room temperature.  The extraction 
process in hexane, ethyl acetate and water leads to about a 4, 16 and 
50% reduction in sample weight, respectively. 

Fatty Acids, Sterols, Isoprenoids, and Polyphenols. Oleic acid 
(99+%), linoleic acid(99%), stigmasterol (93%), chlorogenic acid, 
(95+%) solanesol (90+% from tobacco leaves) and cholesterol 
(99+%) were purchased from Sigma-Aldrich.  Linolenic acid (90%, 
remainder linoleic acid) and D(+)-proline (99+%) were purchased 
from Acros.  A lipid mixture of oleic acid (1mg/g), linoleic acid(2 
mg/g), linolenic acid (3.5 mg/g), stigmasterol (0.8 mg/g), chlorogenic 
acid (8 mg/g) and solanesol (15 mg/g) was prepared in methanol and 
added to a mixture of carbohydrates and lignin.  

Model Tobacco Cell Wall Components.  Avicel cellulose, xylan 
from birch wood, pectin from citrus fruits, and hydrolytic lignin were 
used as model tobacco cell wall components.  The Avicel cellulose 
sample was obtained from FCI and is a microcrystalline purified and 
depolymerized alpha-cellulose derived from fibrous plants (Avicel 

PH-102, ash content < 0.007%).  The birchwood xylan (≥95% 
xylose) sample was obtained from Fluka.  The lignin and pectin 
(galacturonic and methoxy content of 81% and 8.6%) samples were 
obtained from Sigma-Aldrich.  D-glucose, used as a model for 
reducing sugars in tobacco, was obtained from Acros and is 99+% 
reagent grade.  
 A mixture of cellulose, hemicellulose, pectin, glucose, and 
lignin was prepared with the following component ratios of 
1:1:1:1:0.3, respectively.  The resulting mixture is designated as 
Carbo-Lig Mix throughout the rest of the text.  The major cation 
present in the pectin, hemicellulose and lignin samples, determined 
by ICP-MS, was sodium.  The samples also contained smaller 
amounts of Ca. 

Pyrolysis Setup.  The pyrolysis setup used has been described 
previously(6).  A 2.5 cm i.d. quartz tube is placed inside a 30 cm 
long heated Carbolite furnace having an isothermal length of ca. 7 
cm at a temperature of 600 oC.  Helium was used as the carrier gas at 
a flow rate of 120 cm3/min. The residence time of gas phase 
pyrolysis products in the isothermal section of the reactor was 
calculated to be approximately 4 s at a furnace temperature of 600 
oC.  A fiber-glass filter placed in a housing assembly immediately at 
the end of the quartz tube on the exit side of the furnace was used to 
collect the product tar condensate.  The temperature of the sample in 
the heated quartz tube was measured using a chromel/alumel (K 
type) thermocouple.  The thermocouple was also used to transport the 
ceramic boat containing the samples to and from the heated 
isothermal region of the quartz tube. 

A sample of tobacco or model tobacco compound to be 
pyrolyzed was placed in a ceramic boat that initially rested in an 
unheated section of the quartz tube outside of the heated furnace.  A 
trap assembly for the pyrolysis tar was placed on the exit side of the 
furnace.  After the furnace had reached the desired set temperature, 
for example, 600 oC, the sample was pushed into the isothermal 
region in the furnace and pyrolyzed for a total of 10 minutes.  The 
boat was then pulled back to the unheated section of the quartz tube 
and the remaining solid residue was allowed to cool to room 
temperature.  The fiber-glass filter was removed, placed in an amber 
screw capped vial, and the trap assembly was washed with methanol.  
The washings from the housing assembly were added to the sample 
vial.  A total solvent level of 5 mL of methanol was used and the vial 
was left to stir overnight on a shaker.  At the end of each run, the 
quartz tube was cleaned in air at a temperature of 650 oC.   

The extracted tar samples were analyzed by GC-MS using an 
Agilent 6890 GC equipped with an Agilent 5973 quadrupole MSD 
analyzer operating in the selected ion mode (SIM).  Although this 
paper only focuses on the formation of B[a]P other PAHs such as 
acenaphthylene, fluorene, phenanthrene, anthracene, fluoranthene, 
pyrene, benz[a]anthracene, chrysene, benzo[k]fluoranthene, 
benzo[b]fluoranthene, indeno[1,2,3,-cd]pyrene, and 
benzo[ghi]perylene were also monitored.  The yield of B[a]P was 
calculated using a calibration curve obtained from the analysis of 
standard solutions of B[a]P ranging from 10 to 1000 ng/ml.  The 
yield of B[a]P reported is the average of three independent 
experiments. 
 
Results and Discussion 

Solvent Extracted Tobacco Samples.  Solvents with varying 
polarities were used to extract the bright tobacco lamina sample and 
the yields of B[a]P formed at 600 oC in He from the resulting 
extracted lamina are given in Figure 1.      
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Table 1.  600 oC Pyrolysis B[a]P Yields for Tobacco Components 
 
Tobacco Component        B[a]P Yields at 600 oC       aNorm. B[a]P Yield 
 
Sterols                                          (ng/g)          (ng/g) 
Stigmasterol b(~ 0.8 mg/g)            1200               0.9 
Isoprenoid 
Solanesol (20-40 mg/g)         ND     
Fatty Acids 
Oleic acid (~ 1 mg/g)          80               0.08 
Linoleic acid (~ 2 mg/g)        175               0.35 
Linolenic acid (~ 4 mg/g)        335               1.34 
Carbohydrates 
Cellulose (~ 100 mg/g)        970              60 
Hemicellulose (~ 100 mg/g)        976              60 
Pectin (~ 100 mg/g)        100              10 
Glucose (~ 140 mg/g)        786              98 
Polyphenols 

Figure 1.  B[a]P yields from solvent extracted bright tobacco 
pyrolyzed at 600 oC in He.  (120 ml/min flow rate, 600 oC/min 
heating rate, 10 min). 

Lignin (~ 40 mg/g)        934              18 
Chlorogenic acid (~ 8 mg/g)        ND     
 

  ND = not detected. 
 Extraction of bright tobacco lamina with either hexane or ethyl 
acetate did not significantly affect the yield B[a]P formed compared 
to an unextracted control.  The result suggests that non-polar tobacco 
components such as long-chain hydrocarbons and fatty acids which 
are readily removed by these solvents are not significant low 
temperature B[a]P precursors in tobacco.  The water extracted 
sample gave a 107% increase in B[a]P.  Extraction with water 
removes alkaloids, amino acids, pectin, sugars, organic acids, and 
phenolics from the original lamina.  The water extraction process 
appears to remove non-forming low temperature PAH precursors but 
concentrates instead (on a per unit weight basis) PAH forming 
precursors.   

a = BaP yield normalized to the amount of the component present in 
bright tobacco 
b = approximate amounts reported to be present in bright tobacco 
 
 

0

100

200

300

400

500

600

700

800

Carbo-Lig Mix Carbo-Lig +
Lipids(x1)

Carbo-Lig +
Lipids(x2)

Carbo-Lig +
Proline

Carbo-Lig +
Pro + Lipids

B
[a

]P
 Y

ie
ld

s 
(n

g/
g)

 

Individual Tobacco Components.  The yields of B[a]P obtained 
from the pyrolysis of 11 individual components at 600 oC in He for a 
total heating time of 10 min are give in Table 1. B[a]P yields 
reported in Table 1 for some of the cell wall components are similar 
to those previously reported for the same components at a slightly 
higher pyrolysis temperature of 650 oC(7).  Stigmasterol, cellulose, 
hemicellulose, glucose and lignin gave the highest yields of B[a]P on 
a ng/g basis.  The formation of B[a]P from the pyrolysis of fatty 
acids appears to increase with the number of double bonds in the 
structure, i.e. oleic < linoleic < linolenic acid.  When the yields of 
B[a]P are normalized to the amount of each component in tobacco, 
cellulose, hemicellulose, glucose and lignin contributed significantly 
to B[a]P yields. Figure 2.  Effect of Proline (0.4% w/w) and Lipids on the yield of 

B[a]P from the 600 oC pyrolysis of a carbohydrate + lignin mixture.  
(120 ml/min flow rate, 600 oC/min heating rate, 10 min). Carbohydrate + Lignin Mixture.  A carbohydrate + lignin 

mixture (Carbo-Lig mix) was pyrolyzed by itself, as well as in the 
presence of an amino acid (proline) and a mixture of tobacco lipid 
components.  D(+)-proline (0.4% w/w) was physically mixed with 
the Carbo-Lig mix and the lipid mixture was added as a methanol 
solution.  The amounts of amino acid and lipids added are 
proportional with the amount of each component present in bright 
tobacco(1).  As shown in Fig. 2, neither the addition of an amino acid 
(at 0.4% w/w) nor doubling the concentration of lipids (oleic acid, 
linoleic acid, linolenic acid, stigmasterol, chlorogenic acid, and 
solanesol) significantly affected the yield of B[a]P formed from the 
Carbo-Lig mix.       

 
Conclusions 
 Extraction of bright tobacco lamina with hexane and ethyl 
acetate removes certain lipophilic components of tobacco but does 
not lead to a decrease in B[a]P formed.  The addition of selected 
lipids to a carbohydrate-lignin mixture also does not increase B[a]P 
yields.  Extraction with water appears to concentrate B[a]P 
precursors on a per gram of material basis.  From the individual 
tobacco components pyrolyzed at 600 oC, only the tobacco 
carbohydrates and cell wall components such as glucose, cellulose, 
hemicellulose and lignin appear to contribute significantly to the 
formation of B[a]P. 
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Introduction 

Cellulose is a major component of biomass, along with hemi-
cellulose and lignin, and is a useful model for thermo-chemical 
conversion of biomass.  The conversion of biomass via pyrolysis has 
important applications in the development of new renewable 
chemicals and bio-carbons, as well as combustion processes leading 
to combined heat and power, forest fires and cigarette smoking.  
Tobacco is a very interesting model biomass for pyrolysis studies, as 
a lot of the chemistry of the plant is well understood.   Obviously the 
pyrolysis of tobacco involves a huge number of compounds, many of 
which are unique and the reduction of PAH from the pyrolysis of this 
biomass is particularly challenging.   The process of cellulose, 
tobacco  and the pyrolysis of their chars is still not fully understood 
despite rapid progress in the last couple of decades.1-3  The influence 
of metal salts on charring and subsequent pyrolysis has long been 
known to alter the chemistry of these processes.1,4   Metal cations 
occur naturally in biomass particularly in the hemi-cellulose, they 
may also be added to the growing plant in the form of fertilizer.  In 
general inorganic materials in the form of ash are considered a 
problem that must be mitigated against in the pyrolysis and 
combustion of biomass.5  However, metal cations may be 
deliberately added to the biomass to alter its pyrolysis chemistry in a 
favorable way to reduce the formation of polycyclic hydrocarbons, 
PAH, or in the synthesis of new bio-carbons.6  

In order to more fully understand the effect of metal doping on 
cellulose and tobacco pyrolysis chemistry we have doped Avicel 
cellulose with a series of mono- and di-valent cations.  Both main 
group (for cellulose) and transition metals (for tobacco and cellulose) 
were chosen in order to probe both the effects of promoting ionic 
pathways and possible catalytic pathways in the charring and 
pyrolysis chemistry.   We chose to dope cellulose and tobacco with 
metal acetates as not only is the acetate anion relatively inert but all 
of these metal acetates decompose below the charring temperature of 
375 °C.  The chars were characterized primarily by DRIFTS, TGA 
and NMR.  The char structure and pyrolysis chemistry at very short 
times, several ms was studied by laser pyrolysis molecular beam 
mass spectroscopy, LP-MBMS.7,8  We also sampled the product 
gases and trapped the free radicals produced using cold and chemical 
trapping at slightly longer times, several 100 ms. Additional data 
analysis was performed via multivariant factor analysis, MVFA.9 
 
Experimental 

Avicel cellulose (5 g) was doped at 1mol% with Na, K, Mg, Ca, 
Pd, Cu, Co, Ni or Zn (and for Bright or Burley tobacco, Zn, Cu, or 
Pd)  acetates by the incipient wetness technique using aqueous 
solutions of the as received metal acetates.  The doped cellulose 
samples were dried in an oven at 115 ºC overnight pressed into a 1” 
diameter pellet at 10,000 psi in a Carver press and charred under Ar(g) 
at 375 ºC for ½ h.  The same procedure was adopted for tobacco, 
except that the tobacco was slightly rewetted after oven drying to 
allow for adhesion of the pellet. 

For the DRIFTS experiments the chars were ground in air and 
placed in a Harrick Scientific, heatable variable atmosphere chamber 
in a Harrick Scientific Praying Mantis Diffuse Reflectance 
attachment. The chars were heated under dry He(g) for 10 mins at 400 
°C and then cooled to room temperature at which point the DRIFTS 
was recorded using a Thermo-Nicolet Nexus 670 FT-IR spectrometer 
equipped with a N2(l) cooled MCT detector.  The data was treated 
with a Kubelka-Munk transformation to enable its quantitative 
interpretation. 

TGA analysis was performed using a Seiko TGA balance, 
sample size 10 mg at a heating rate of 10 °C min-1 from ambient to 
600 °C. 

 The details of the LP-MBMS experiment have been described 
previously.8   After cooling, the metal doped cellulose chars samples 
were transferred under inert gas to a He(g) filled chamber.  LP-MBMS 
experiment performed at 6.5 W for 2 s.   The first 0.25 s data 
corresponding to a temperature between 900 and 1000 ºC is reported 
here. 

For the cold-trapping experiments the charred pellet was 
mounted in the center of a N2(l) cooled brass collection cup, ca. 2 mm 
from the cold surface.  The brass collection cup had been previously 
coated with Diphenyldisulfide to which a known quantity of 
chlorobenzene had been added as an internal standard.  The charred 
pellet was irradiated with the CO2 at 13 W whilst being spun through 
one revolution.  A known amount of Chlorobenzene is used as an 
internal standard.  After the experiment, the cold trap is washed with 
methylene chloride.  The methylene chloride extract is filtered and 
concentrated by evaporation.  The concentrated extract is then 
injected onto a capillary GC column in a HP 5890 series II GC and 
the species identified using a HP 5971 MSD.  

 
Results and Discussion 

The TGA data for doped cellulose is shown in Figure 1.  The 
Avicel char pellet shows a 20% lower weight loss than powdered 
Avicel char, not shown. We presume this is because there is 
restricted diffusion of the pyrolysis vapors from the char pellet.  
There is no difference between powdered tobacco and the tobacco 
pellets presumably because this substrate is not very compressible. 
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Figure 1. TGA for 1wt% metal acetate doped Avicel charred at 375 
°C for 1/2h under Ar(g). 

Examination of the data shows that the largest weight losses are 
observed for Pd and Co doped samples and this is more clearly 
shown in the MVFA, Figure 2.  The onset of weight loss from the Pd 
doped sample is much earlier than for the other samples indicating 
that this char is by least stable.  The cobalt char is almost only ash by 
700 °C.  For Bright tobacco, all samples seem to behave similarly.  
For Burley the Pd doped sample again stands out. 
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Figure 2.  MVFA of 1wt% metal acetate doped Avicel charred at 
375 °C for 1/2h under Ar(g). 

The DRIFTS of the doped Bright tobacco chars, Figure 3, show 
a dramatic change in the ratio of carbonyl to aromatic groups, as 
defined by the ratio of the band at 1650 to 1400 cm-1 bands.  The Zn 
and Pd chars have very much more carbonyl than the undoped 
tobacco. Similar results were observed for cellulose and Burley 
tobacco. 
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Figure 3.   DRIFTS of 1wt% metal acetate Bright tobacco charred at 
375 °C for 1/2h under Ar(g). 

The initial slate of reacting molecules formed during pyrolysis 
may be generated and detected by LP-MBMS.  The LP-MBMS of 
the doped cellulose at 6.5 W shows very little change in the ratios of 
individual components as the metal is varied.   Importantly what does 
change is the ratio of CO2, CO, H2O to small reactive molecules, 
mostly between m/z 39 and m/z 91 to larger PAH fragments formed 
during charring.  With the most CO2 formed for Zn doped and the 
least for Cu and Pd doped chars.  Similar results are observed for 
tobacco chars with the additional observation of a peak at m/z 52, 
presumed to be cyanogen under certain conditions. 

We can arrest the subsequent gas phase reaction at a later time 
by the use of a cold trap coated with a radical trap such as diphenyl 
disulfide.  With all chars the ratio of the smaller organic molecules is 
skewed toward two and three ring aromatic as opposed to one ring 
aromatics in the LP-MBMS experiment.  The largest yield of two and 
three ring aromatics occur for Pd and Cu doped chars.  Radicals 
trapped include H, Me, vinylbenzyl, isopropyl, phenyl and 
methylnapthyl.  The largest yield of radicals occurs for the Zn doped 
char. 
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Figure 4.  Cold trapped species for Burley and 1wt% Cu and Pd 
doped Burley charred at 375 °C for 1/2h under Ar(g). 

The tobacco char pyrolyzate is dominated by radicals, for 
example for Burley, Figure 4, a large amount of H and phenyl are 
observed as well as all the species seen in the cellulose case.  
Interestingly we know observe significant amounts of CN and benzo- 
and napthenyl-nitrile.  Cu doped Burley produces the most CN and 
less radicals than the undoped chars, Pd doped Burley tobacco 
produces a large amount of H, and phenyl.  Exactly the same results 
are observed for Bright tobacco. 

 
Conclusions 

We can begin to correlate char chemistry with the chemistry of 
the reacting gas phase species.  Metal doping appears to perform the 
primary role of altering the ratio of fixed gasses to reactive 
intermediates to PAH precursors formed in the char.  Clearly Pd 
doped chars are unique, generally more unstable, but with more 
residual carbohydrate character.  Pd chars give rise to more reactive 
intermediates than other chars whilst minimizing CN in pyrolysis of 
tobacco chars.   From preliminary work it would appear that Co and 
Cu may have similar equally profound but different effects. 
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Introduction 
Empirical models of biomass pyrolysis1 do not account for 

possible competing parallel and sequential reactions leading to 
altered solids and vapor product slates and are therefore unable to 
fully utilize fundamental understanding of the chemistry in prediction 
and control of product composition.  By use of appropriate 
experiments, methods of chemical analysis, and data reduction2, this 
gap between empirical studies and molecular details can be closed.  
In this work, we study the interactions of amino acids and proteins 
with carbohydrates and the formation of N-aromatics, such as indole 
derivatives.3 By using time resolved molecular beam mass 
spectrometry (MBMS) and self-modeling factor analysis4, the rates of 
formation can be followed as a function of reaction conditions. 

The fate of nitrogen during pyrolysis or combustion is an 
important consideration in the utilization of biomass.  Nitrogen oxide 
emissions from biomass combustion are thought to arise primarily 
from fuel-bound nitrogen5 and an understanding of the chemical 
transformations involving nitrogen may lead to improvements in 
these emissions.  An important source of nitrogen in biomass is 
proteins and amino acids, which can react catalytically with the 
carbohydrates by reactions generally characterized as Maillard 
chemistry6.  This chemistry produces complex mixtures of products 
and has been the subject of numerous studies.  However, less is 
known about the role that this chemistry plays in the formation of 
char.  The partitioning of nitrogen into char or gas phase products 
will be critical towards determining the routes for converting nitrogen 
from biopolymers into NOx emissions.  

Of particular interest in the char formation are effects due to the 
Maillard chemistry involving proline.  We have shown that proline is 
more reactive in Maillard chemistry than other amino acids3, which is 
consistent with literature reports of proline as a catalyst for 
asymmetric aldol condensations.7 Specifically, we would like to 
investigate how proline affects the maturation of char.   

Experimental Techniques 
 As previously described3, experiments were conducted by 

heating 250 mg samples of proline mixed with cellulose, pectin and 
glucose in flowing helium in a tubular reactor held at constant 
temperatures of either 350 or 550 oC. The gas phase products were 
measured directly using MBMS and mass spectra were recorded 
every second over the pyrolysis wave.  Factor analysis was 
performed on the individual mass spectra and self-modeling 
techniques2 were used to resolve four subspectra at each temperature.     

Results and Discussion 
Figure 1 shows the time resolved profiles at 350 and 550 oC of 

the total ion count and the four subspectra resolved by the self-
modeling factor analysis.  The four subspectra were qualitatively the 
same at each temperature although specific distribution of peaks 
changed.  The first products to evolve (F001) were predominantly 
water and CO2.  The second products (F004) were Amadori products 
due to the interaction of proline and glucose and dominated by the 
aliphatic nitrogen heterocycle, 1-(1’pyrrolidinyl)-2-propanone3.  The 
next products (F003) to evolve were typical carbohydrate products. 
The final products (F002), shown in Figure 2, are nitrogen aromatics.   

Figure 1. Time-Resolved profiles of sub-spectra identified by factor 
analysis at 350oC, bottom, and 550oC, top. 
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Figure 2.  Resolved component spectra for F002, at 350oC, bottom, 
and 550oC, top. 
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The F002 component spectrum at 350 oC was higher molecular 

weight and more complex, but generally reflected the same family of 
homologous series. The most important is the series of peaks, 131, 
145, 159, which are thought to be indole derivatives and 
representative of the N-aromatics that are formed by the interaction 
of proline with carbohydrates.  

 
representative of the N-aromatics that are formed by the interaction 
of proline with carbohydrates.  

The kinetic profiles of these time-resolved evolution profiles are 
shown in figure 3 for the F002 factor shown in figure 2. 

The kinetic profiles of these time-resolved evolution profiles are 
shown in figure 3 for the F002 factor shown in figure 2. 

Figure 3.  Plot of the integrated evolution profile for F002 as fraction 
remaining (left axis) and as the first order test, -ln((A/A0) (right axis) 
at 350 oC, bottom, and 550 oC, top. 

Figure 3.  Plot of the integrated evolution profile for F002 as fraction 
remaining (left axis) and as the first order test, -ln((A/A

  
The fraction remaining is A/A0, where A is equal to the amount 

of starting material remaining as determined indirectly by the volatile 
matter evolved. The -ln(A/A0) will be linear for first order kinetics.   
In this method the product evolution between 20 and 80% remaining 
are used to avoid anomalous evolution due to heat and mass transfer.  
The first two evolving components at both temperatures were linear. 
For the last two evolving components in figure 1, the -ln(A/A0) plots 
were nonlinear as shown in figure 3 for the nitrogen aromatics (F002 
in figure 1).  In these cases, the fraction remaining, A/A0 , was linear 
which is an indicator of a zero order process.  This type of behavior is 
typical of rate limiting steps due to the effects of catalysis or solid 
phase reactions. 

The fraction remaining is A/A

Conclusions Conclusions 
Related studies of the solid phase over the kinetic regime of 

interest show that the reactions that occur at low temperature are key 
to the onset of these N-aromatics when higher temperatures are 
reached.  The formation of volatile aromatics as low as 350 oC is 
significant. They are accompanied by the accelerated formation of 
aromatics in the char when proline is present.  This has implications 

for the char combustion phase when high temperatures can 
potentially generate even more aromatics from the char.   

Related studies of the solid phase over the kinetic regime of 
interest show that the reactions that occur at low temperature are key 
to the onset of these N-aromatics when higher temperatures are 
reached.  The formation of volatile aromatics as low as 350 

The use of time-resolved factor analysis and kinetic profiles 
show behavior consistent with these sequential reaction in the solid 
phase that give rise to a series of volatile products which show 
distinct pathways as shown by the relative kinetics of the process.  

The use of time-resolved factor analysis and kinetic profiles 
show behavior consistent with these sequential reaction in the solid 
phase that give rise to a series of volatile products which show 
distinct pathways as shown by the relative kinetics of the process.  
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Abstract 
 Optimizing reaction conditions to minimize sugar loss during 
pretreatment is one of the primary concerns of the new biorefinery 
industry.  Sugar degradation at different acidity was investigated with 
first-principles calculation using explicit solvent water molecules 
included in the simulation.  At lower acidity, the rate-limiting step in 
sugar degradation was found to be the protonation of the hydroxyl 
groups on the sugar ring.  The hydroxyl group with the highest proton 
affinity will initiate degradation of the sugar molecule leading to 
formation of the major degradation product. At high acidity, 
protonation of the hydroxyl groups is rapid.  Sugar degradation 
initiates at multiple hydroxyl groups on the sugar ring leading to 
multiple products.  Furthermore, we found that water molecules play 
a significant role in the acidic sugar degradation pathways.  Firstly, a 
water molecule competes with the hydroxyl group on the sugar ring 
for protons.  Secondly, water forms hydrogen bonding with the 
hydroxyl groups on the sugar rings, thus weakening the C-C and C-O 
bonds (each to a different degree).  Note that the reaction pathways 
could be altered due to the change of the relative stability of the C-C 
and C-O bonds.  Thirdly, sugar hydroxyl hydrogen-bonded water 
molecules could easily donate or extract a proton from the sugar 
reaction intermediate, thus terminating the reaction.  Indeed, the 
experimental sugar degradation pathway is complex due to multiple 
protonation probabilities and the surrounding water structure.  Water 
structure is in turn affected by reaction conditions such as acidity, 
temperature, the presence of salts and cosolvent, and the flow 
dynamics of the reactor.   
 
Introduction  
 Loss of fermentable sugars to acidic degradation is one 
potential cause of low feedstock yield and high processing cost in 
lignocellulosic biomass conversion.  The decreased yield of β-D-
xylose and β-D-glucose during prehydrolysis could significantly 
affect the economic viability of these processes [1-3].  In order to 
improve the yields of sugar products, particularly during dilute acid 
prehydrolysis, understanding the sugar degradation pathways at the 
molecular level is critical.  In addition, acidic sugar degradation 
products were found to be strongly dependent on the reaction media 
[4,5].  Previously, we reported acidic β-D-glucose and β-D-xylose 
degradation mechanisms without considering the reaction media 
effect [6].  Because there are five and four hydroxyl groups on the β-
D-glucose and β-D-xylose molecules, respectively, all probable 
protonation scenarios of these hydroxyl groups and the ring oxygen 
were examined.  We found that protonation of the C2-OH on β-D-
glucose and β-D-xylose, which leads to the formation of major the 
degradation products hydroxymethyfurfiral (HMF) and furfural, 
respectively, was in agreement with the mechanisms proposed earlier 
by Antal and coworkers [7].  In the current study, the effects of 
reaction media with explicit water molecules were investigated.   
 

Computational Methods 
 Ab initio CPMD calculations based on Carr-Parrinello method 
were employed in this study [8].  Each β-D-glucose and β-D-xylose 
in our simulation was surrounded by 32 water molecules in a unit 
cell.  In addition, one or more protons were added to the system to 
mimic the reaction acidity.  Periodic boundary conditions were 
applied.  Water density was not normalized to 1 g/cm3 because it is 
expected to vary with reaction condition.  An electron mass of 800 
a.u. and a time-step of 0.125 femtosecond (fs) were used in these 
calculations.  The BLYP pseudo-potential with gradient correction 
was used.  Only the energy at the Γ-point was calculated.    
 
Results and Discussion  
 We have carried out all the probable protonation of the hydroxyl 
groups and the ring O on the xylose and glucose molecules with 
explicit solvent water molecules.  Here three examples are given to 
illustrate the effect of reaction media.  The first example shows that 
water actively participates the sugar degradation reaction by 
extracting a proton from a reaction intermediate.  However, water 
does not alter the reaction pathway.  The second example shows that 
water alters reaction pathway by terminating the ring closure 
reaction. The third example shows that water structure at higher 
acidity could change the relative stability of C-C and C-O bond thus 
changing the sugar degradation mechanism. 
 Figure 1 shows the β-D-glucose reaction mechanism initiated 
from C2-OH in aqueous solution with 32 water molecules and a 
single proton (for degradation).  Simulation was carried out at 500K.  
Water molecules have been removed in order to illustrate the 
pathways more clearly (only the water molecules involved in the 
reaction were retained).  Sugar degradation was not observed when 
the proton was initially attached to the hydroxyl groups on the sugar 
ring. We observed that the proton was transferred to the water 
molecule after a very short simulation period (< 500 fs).  In Figure 1, 
we show that the protonated C2–OH group (i.e. H2O) is “pulled 
away” from the carbon ring initially to a sufficiently large distance 
(>2 Å) for reaction to occur.  We also observed from this simulation 
that sugar degradation occurs rapidly after the protonated hydroxyl 
group was separated from the ring carbon C2 atom.  Furthermore, a 
single water molecule  

 
Figure 1.  The reaction pathway for β-D-glucose degradation 
initiated at C2-OH surrounded by 32 water molecules.  Solvent water 
molecules, except one involved in the, reaction were removed from 
the figure in order to illustrate the pathway more clearly.   
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participates in the reaction by extracting a proton from the 
intermediate ~C+-OH due to hydrogen bond formation between water 
and the hydroxyl group on the sugar ring.  Protonation was found to 
be the rate-limiting step in very dilute acidic condition. 
 Figure 2 exhibits the β-D-glucose degradation pathway initiated 
at the C3-OH.  From this figure, it can be seen that the reaction in 
water is drastically different from that in vacuum [6].  In vacuum, the 
rearrangement of the carbon cation after the departure of the 
protonated hydroxyl group leads to the formation of a five-membered 
ring which could polymerize to form other non-cellulosic materials, 
including those observed experimentally [9].  With explicit water, the 
C1-C2 carbon-carbon bond was elongated and eventually broken 
after the formation of C3+ carbon cation.  Due to the presence of C1-
OH hydrogen bonded water molecule, a proton was extracted to form 
the CHO end group.  A C=C double bond was also formed between 
the C2 (anion) and C3 (cation) carbon atoms, thus eliminating the 
possibility of 5-member ring closure, as in the C2-OH protonation 
case, and the corresponding vacuum case.   It is shown in Figure 2  

 
Figure 2. Reaction pathway for β-D-glucose degradation initiated at 
C3-OH surrounded by 32 water molecules.  Solvent water molecules 
except one involved in reaction were removed in the figure in order 
to illustrate the pathway more clearly.   
 

 
Figure 3. C2-OH initiated glucose degradation in water with higher 
acidity  

that water structure plays a significant role in sugar degradation 
pathways due to hydrogen bonding interaction between water and the 
sugar molecules.  Water readily accepts and donates a proton 
depending on the specific reaction condition.   
 Figure 3 shows β-D-glucose degradation at higher acidity.  This 
time, the β-D-glucose molecule was surrounded by 32 water 
molecules and 4 protons in each unit cell.  These simulation results 
show that protonation is no longer the rate-limiting step.  In addition, 
a different reaction pathway was observed at higher acidity than that 
of the lower acidity case, where the C3-C4 bond breaks after C2+ 
cation formation.  At lower acidity and in vacuum, the O5-C1 bond 
breaks to form the O5-C2 bond.  The reason for such a different 
mechanism is most likely due to the hydrogen bonding interaction 
between the solvent water molecule and the hydroxyl groups and the 
ring oxygen on the sugar molecule.  Since the bonding energies for 
C-C and C-O single bonds are 348 and 360 kJ/mol, respectively, and 
very close to each other, it is thus possible to break either one of 
these bonds.  Hydrogen bonding interaction weakens the C-C and C-
O bonds (each to a different degree) and could well upset the relative 
stability of the C-C and C-O bonds, thus altering the reaction 
pathway as shown in Figure 3. 
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Abstract 

We have used electronic structure techniques to study the 
preliminary chemical processes that occur during the decomposition 
of protonated xylose.  This serves as a model of the decomposition of 
xylose during the acid pretreatment of biomass.  We have determined 
the proton affinities of all five of the oxygen atoms on xylose and 
have calculated the reaction barriers for all protonated species.  
Using Transition State Theory, we obtained rate constants for 
decomposition at ambient temperature and at 200 °C.   
 
Introduction 

Dilute acid pretreatment of biomass is an effective tool for 
converting hemicellulose and amorphous cellulose into their 
constituent sugars and exposing crystalline cellulose to enzymatic 
hydrolysis.  The resulting sugars provide a platform for chemical and 
biological processes to produce renewable fuels and chemicals.  
Unfortunately, typical acid pretreatment conditions (1 – 2 % acid, 
150 – 200 °C) can also lead to the decomposition of sugars and the 
formation of products that inhibit enzymatic hydrolysis or 
fermentation.  For instance, acid pretreatment of xylan will form 
xylose, a fermentable sugar.  However, xylose can also decompose 
into furfural,1.2 which may be toxic to fermentation organisms.  
Furthermore, furfural can polymerize, which may block access to the 
cellulose.  Although the decomposition of xylose is important, the 
mechanisms and rates of its degradation are still unclear.  
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Figure 1.  Xylose oxygen atom numbering. 
 

We have started an investigation of xylose decomposition using 
quantum mechanical modeling.  In another study, we have used 
quantum mechanical molecular dynamics modeling3 (CPMD) to 
identify likely conformers and reaction pathways.  In this study, we 
use static modeling to obtain activation energies and rate constants 
for reactions of protonated xylose.  We found transition states for the 
dehydration of xylose protonated at each of the four OH groups.  
Except for the OH group at O1, dehydration at each of the OH 
groups is accompanied by a concerted rearrangement. Protonation at 
the O5, the bridge O atom, results in ring opening.  
 
Computational Methods 

We use the Gaussian03 software suite to optimize molecular 
geometries, in vacuum, of reactants, products and transition states.  
Initial geometries of xylose and protonated xylose were obtained 
from CPMD simulations.  For transition states, initial geometries 
were primarily obtained using relaxed Potential Energy Scans, PES,  
in which the C-O bonds were systematically lengthened while all 
other internal coordinates were allowed to relax.  Initial geometries 
for the transition states were selected at the potential energy 
maximum.  Transition states geometries were optimized using the 
Berney algorithm and had exactly one imaginary frequency.  
Transition states were confirmed by visually examining the 

imaginary frequency and by conducting Intrinsic Reaction 
Coordinate, IRC, calculations.  Initial geometry optimizations, PES 
calculations and IRC calculations were conducted using density 
functional theory, B3LYP, and a split valance basis set, 6-31G(d).  
The uncertainty for this level of theory is ± 7.9 kcal mol-1, as 
estimated by comparison to the G2 set of molecules.4  Transition 
states at this level of theory have often been found to be lower than 
the experimental transition states5 by about 5 kcal mol-1.  To improve 
the calculated energies, we have also calculated energies using the 
complete basis set method,6 CBS-QB3.  With this technique, 
geometries are optimized using B3LYP/6-311G(d,p) and 
extrapolated to the complete basis set limit using QCISD(T).  This 
technique has a quoted RMS error of 2.1 kcal mol-1 by comparison to 
the G2 molecule set.  We have also found that this technique 
accurately predicts transition state energies.7,8  
 
Results and Discussion 

Proton Affinities.  The first step in the proton-assisted 
decomposition of xylose will be addition of a proton to the oxygen 
atoms on the sugar.  Proton addition is typically a barrier-less process 
and is characterized by the proton affinity, PA, or the standard 
enthalpy of abstraction of H+ from the protonated molecule.  Table 1 
presents the PAs calculated using CBS-QB3.  By comparison, we 
calculated the proton affinity of H2O, PA = 162.5 kcal mol-1 using 
CBS-QB3, which compares well with the experimental value9 of 165 
kcal mol-1.  As can be seen from the table, the O2 has the largest 
proton affinity, 191.3 kcal mol-1 and this oxygen atom is most likely 
site for addition.  Protonation at the O1 is least likely because the PA 
at this site is the lowest. 

Table 1. Calculated Proton Affinities (PA) and Kinetic 
Parameters for Decomposition of Xylose 

oxygen 
atom 

PAa Ea
b Ac k23°C 

d k200°C 
d

O1 186.7 4.4 2.5 1.4 × 1010 2.3 × 1011

O2 191.3 16.9 41.1 1.3 × 102 6.1 × 106

O3 188.8 13.9 45.8 2.7 × 104 1.8 × 108

O4 187.2 12.5 31.3 1.8 × 105 5.2 × 108

O5 189.5 9.9 8.8 4.5 × 106 2.4 × 109

a Proton affinities in kcal mol-1 from CBS-QB3 b Activation energies 
in kcal mol-1 (CBS-QB3) for dehydration, except O5, which is ring 
opening, bPre-exponential factors in 1013 s-1, cTST rate constants in s-1 

 
Rate Constants.  A likely reaction of the protonated OH groups 

on xylose is dehydration, while addition of a proton to the O5, the 
bridge oxygen, should lead to ring opening.  For each protonated 
xylose isomer, we located transition states for these reactions and 
calculated the energy using CBS-QB3. The activation energies, Ea, 
for each isomer is also collected in Table 1.  This energy is the zero-
point energy difference between the transition state and the reactant, 
the protonated xylose.  As can be seen, loss of water from xylose 
protonated at O1 has the lowest activation energy, Ea = 4.4 kcal mol-

1, followed by ring opening from xylose protonated at O5, Ea = 9.9 
kcal mol-1.  All of the reactions have activation energies lower than 
17 kcal mol-1, which suggests that all reactions are possible under 
pretreatment conditions. 

Rate constants for these reactions can also be determined from 
the electronic structure calculations using Transition State Theory, 
TST.  Pre-exponential factors were determined from the difference in 
entropy between the transition state and the reactant, ∆S‡, using the 
following 
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where σ is a symmetry factor, kB is Boltzman’s constant, h is Plank’s 
constant, T is the temperature in K, R is the gas constant and ∆n is 
the molar difference between the transition state and the reactants. 
Here ∆n = 0.  Rate constants for the reactions of the protonated 
xylose at ambient temperature, 23 °C, and pretreatment temperature, 
200 °C are shown in Table 1.  As can be seen, at 200 °C, dehydration 
of the O1 hydroxyl group has the highest rate constant.  However, the 
low proton affinity for this group may make this reaction less likely. 
The high rate constant and high PA  for protonation of O3, O4 and 
O5 make reactions at these sites most likely. 

Mechanisms.  The mechanisms for these reactions are shown in 
(2) to (6).  Dehydration of xylose protonated at the O1, reaction (2), 
results in the formation of an oxonium ion.  The stability of this ion 
results in the calculated low barrier for this reaction, but may prevent 
further reaction.  Addition of water to reform xylose is possible, 
resulting in no net reaciton.  Loss of water from protonation at O2, 
reaction (3), is accompanied by addition of O5 to C2 forming a 
furanyl compound.  This mechanism has been proposed for the 
formation of furfural from xylose1.  Dehydration of the xylose 
protonated at O3, reaction (4), results in breaking of the C1–C2 bond. 
Subsequent reaction may involve loss of formic acid.  For the xylose 
protonated at O4, dehydration, reaction (5), occurs with the 
formation of an epoxide.  Protonation at the bridge oxygen atom 
results in ring opening as shown in reaction (6).  The resulting 
compound may undergo subsequent dehydration and cyclization to 
form furfural as proposed elsewhere2. 

 

     (2) 

 

 

    (3) 

 

 

      (4) 

 

 

           (5) 

 

 

     (6) 

 

 
Subsequent reaction of the products in reactions (2) to (6) could 

lead to the formation of products observed from the decomposition of 
xylose.1 It appears likely that different products will result from 
protonation at the different oxygen atoms in xylose. Protonation at 
O1 could lead to no net reaction.  Dehydration of the furan from 
reaction (3) could lead to the formation of furfural, which has been 
reported on numerous occasion in the literature.  It is unlikely that 
the product from dehydration of the OH group at O3, reaction (4), 
will also lead to furfural formation.  Likewise dehydration of the O4 
OH group, reaction (5), does not appear to be headed down the 
pathway to furfural formation. The ring opening reaction (6) may 
lead to furfural formation, but may also lead to other products.  

We plan to conduct additional calculations to determine reaction 
pathways for the product of reaction (2) to (6) and validate these 
calculations with experimental measurements.  These results should 
improve our understanding of sugar decomposition and help optimize 
reaction conditions to minimize it. 
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Introduction 

There is a significant amount of interest in the conversion of 
renewable resources, such as lignin, into higher value products.  
Lignin, the second most abundant naturally occurring biopolymer 
and a byproduct of the pulping process, is a source of phenolics, and 
specialty chemicals and polymers.i  However, despite the extensive 
research into the pyrolysis of lignin, the underlying chemical 
reactions that lead to product formation are poorly understood.  
Detailed mechanistic studies on the pyrolysis of biomass and lignin 
under conditions relevant to current process conditions could provide 
insight into utilizing these renewable resources.  

We have undertaken a systematic study of the pyrolysis of 
lignin model compounds to provide insight into the reaction 
pathways of lignin.ii, , ,iii iv v  Since the dominant interunit linkage in 
lignin is the arylglycerol-β-aryl ether linkage, commonly referred to 
as the β-O-4 linkage, which accounts for approximately 48-60% of 
the total interunit linkages,i we have initially focused our studies on 
the impact of substituents on the thermal degradation of the β-O-4 
linkage (see below).  The simplest model of the β-O-4 linkage is 

 

Y = CH2OH or CH2OR

X = OH, OAr or =O

R = H or OCH3O

Y

X

R

R

O
R

R

 
 

phenethyl phenyl ether (PPE, R=X=Y=H). The gas phase and 
solution phase pyrolysis of PPE was studied to resolve whether the 
decomposition occurs by a free radical pathway or a concerted retro-
ene reaction.ii,iv  At low temperatures (375 °C) and high 
concentrations, the reaction proceeds by a free radical chain reaction, 
but at high temperatures (500 °C) and low pressures (flash vacuum 
pyrolysis (FVP) conditions), the product distribution is dominated by 
C–O homolysis and unimolecular reactions.  It has been found that 
methoxy groups on the phenolic ring (R = OCH3) enhance C–O 
homolysis, and under FVP conditions, a wide variety of products 
were found to arise from intramolecular hydrogen abstraction and 
rearrangement reactions of the methoxy substituted phenoxy 
radicals.iv   

The impact of hydroxy functional groups (X=OH, and 
Y=CH2OH, see below) on the homolysis of the β-O-4 linkage has 
also been investigated.v  Surprisingly, the hydroxy substituents  

 

α−HO-PPEPPE

CH2CHO
CH2OH

CHCH2O
OH

CH2CH2O

β−CΗ2ΟΗ−PPE  
 

increased the conversion ca. 25-fold compared to PPE even though 
the substituent is two bonds removed from the breaking C–O bond.  
The average % conversion (without dehydration) for the FVP of PPE, 

α−HO-PPE and β−CH2OH-PPE at 500 °C was 0.9%, 23.4%, and 
22.4%, respectively.  This rate enhancement at 500 °C corresponds to 
a 4.9 kcal mol-1 weakening of the C–O bond (assuming the 
preexponential factors are the same and that all products result from 
C–O homolysis).  Thermochemical estimates only predict a small 
effect (ca. 1-4 fold rate enhancement) of the hydroxy group on C–O 
homolysis.vi  Since methylation of the hydroxy groups (to form 
α−CH3O-PPE and β−CH2OCH3-PPE) decreased the conversion of 
α−HO-PPE and β−CH2OH-PPE to 1.3% and 4.0%, respectively, it 
was proposed that the rate enhancement was a consequence of 
intramolecular hydrogen bonding.  Suryan et al. reported that the C–
O bond dissociation energy for o-hydroxyanisole was ca. 4.7 kcal 
mol-1 lower than that of the p-hydroxyanisole as a consequence of 
intramolecular hydrogen bonding.vii Additionally, King and Stock 
have reported that hydrogen bonding, by phenols or benzoic acid, 
enhances the rate of decomposition of benzyl phenyl ether and 
dibenzyl ether.viii  However, it is still remarkable that weak hydrogen 
bonding interactions have such a dramatic influence on the reaction 
chemistry at high temperatures.  Thus, to gain more insight into the 
impact hydroxy substituents and the role of hydrogen bonding on the 
homolysis of the β-O-4 linkage, we are using theoretical methods 
coupled to experimental data to probe the reaction pathways. 

Traditionally, it has been difficult to study radicals by 
theoretical methods due to the highly delocalized, extensively 
correlated nature of radicals.  The phenoxyl radical has historically 
been a very difficult case for theoretical calculations as a 
consequence of the possibilities of spin contamination of the wave 
functions and strong nondynamical correlation effects in the pi 
system, which leads to a broad range of calculated C-O bond 
distances.  By combining experimental FVP studies of hydroxy 
substituted lignin model compounds with computational quantum 
chemistry, we will be able to develop a new mechanistic 
understanding of the role of hydrogen bonding on the reaction 
pathways.  In this investigation, our initial computational results 
indicate that hydrogen bonding stabilizes the transition state for C–O 
dissociation of the ether linkage in α−HO-PPE by ca. 3 kcal mol-1 
compared to PPE.  

 
Experimental 

The synthesis of PPE,ii α−HO-PPE,v β−CH2OH-PPEv has been 
previously described. The methyl ethers were prepared by reaction 
the alcohol with NaH in THF followed by the addition of CH3I.   

The FVP apparatus has been previously described.iv FVP 
experiments were run at low pressures (typically 10-4 Torr) in which 
the concentration of reactants, intermediates, and products are kept 
low (10-8 -10-9 M) so that only unimolecular reactions can occur and 
fast bimolecular reactions, such as radical couplings.  Contact times 
were estimated to be between 0.2 and 0.4 s (by pyrolysis of 
phenethyl acetate) and products were rapidly quenched in a cold trap 
(at 77 K) so that reactive intermediates could be isolated.  Products 
were analyzed by GC-MS and quantitated by GC-FID as previously 
described.iv   

Computational Methods.  We used many-body (MBPT) 
electronic structure and density functional theory (DFT) to study the 
homolysis of hydroxy substituted phenethyl phenyl ethers (PPE).  
For the majority of the calculations, a polarized double and triple 
zeta basis set with and without diffuse functions (6-31G**, 6-
311G**, 6-311+G*, 6-311++G**) was used for both types of 
quantum calculations.  Computations using DFT were performed 
within the local-density and generalized-gradient approximations 
(LDA and GGA).  The Vosko-Wilk-Nusair parameterizationix was 
adopted for LDA, and the PW91x, PBE96xi, and hybrid B3LYPxii 
exchange-correlation functionals for GGA. We also have examined 
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more extensive basis sets (Dunning’s correlation consistent basis 
functions aug-cc-pVDZ and aug-cc-pVTZ)xiii and higher levels of 
theory, CASSCF (complete active-space multiconfiguration SCF,  
active space of 6 electrons and 4 orbitals along with the Pople type 
basis sets), and CCSD (coupled cluster singles and doubles).  The 
homolysis  of α-HO-PPE was examined by first performing a full 
geometry DFT or Moller Plesset 2nd order perturbation theory (MP2) 
optimization followed by optimization along an increasing C-O bond 
length (from the equilibrium value to a displacement large enough 
that there was approximate asymptotic convergence in the energy).  
This procedure can give a good estimate of the reaction coordinate. 
The approximate transition state, provided that one exists, can be 
located by examining the computed energy profile and performing a 
saddle point search at the geometry corresponding to an energy 
barrier (see Figure 1 below).  All quantum chemistry calculations 
were performed using the NWChem software package.xiv   
 
Results and Discussion 

Figure 1 shows an energy profile (difference between the 
equilibrium energy and the energy at specific C-O bond lengths) for 
α-HO-PPE as determined by using unrestricted MP2 (UMP2)xv with 
the 6-31G** basis set (corrected for basis set superposition error, 
BSSE, by using the counterpoise methodxvi).  At a C-O bond distance 
of 2.1 angstroms the energy barrier is 57 kcal mol-1, and a saddle 

Figure 1.  Energy profile along the reaction coordinate for homolysis 
of α-OH PPE (C-O bond).  The UMP2/6-31G** computed barrier 
height is 57 kcal mol-1.  
 
point search starting from this configuration confirms this to be a 
transition state.  The geometry and electrostatic isosurface of the 
UMP2/6-31G** determined transition state is shown in Figure 2.  It 
is clear from examining the total charge density that the hydrogen 
atom on the α-hydroxy group is strongly interacting with the 
phenoxy radical, and it is in fact forming a weak hydrogen bond.  
Comparing this result to that determined for PPE, there is a 
difference of ca. 3 kcal mol-1.  This small energy difference is enough 
to result in a reaction rate, as computed from Transition State 
Theory, that is ~10 times faster than PPE.  These computational 
results are in very good agreement with the experimental results.  
However, it is interesting to note that the calculated activation energy 
for C–O homolysis for PPE (60 kcal mol-1) is lower than that 
estimated by group additivity methods (65 kcal mol-1).iv  It was 
determined that larger basis sets do tend to effect the position of the 

transition state but the activation energy trends (difference between 
hydroxyl substituted and un-substituted PPE) are reasonably 
consistent.  We are currently investigating other computational 
methods to determine the best method to describe hydrogen bonding 
to radicals, and we are investigating other lignin model compounds 
such as β−CH2OH-PPE and α−ΗΟ−β−CH2OH-PPE to determine the 
impact of hydrogen bonding on C–O homolysis. 
 

 
Figure 2.  Electrostatic isosurface for the transition state of α-
hydroxy PPE. 
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Introduction 

Our prior research on the impact of restricted mass transport 
during the pyrolysis of fuel model compounds has focused on 
molecules attached to the surface of nonporous silica nanoparticles.1  
Recently, we began examining the influence of pore confinement and 
pore size on the pyrolysis of fuel model compounds through the use 
of ordered mesoporous silicas such as SBA-15 and MCM-41.2  These 
mesoporous silicas are being widely investigated for many potential 
applications in catalysis, separations, and the synthesis of 
nanostructured materials.3-6  In a recent communication, we reported 
that the pyrolysis of 1,3-diphenylpropane (DPP) confined in 
mesoporous silicas resulted in altered reaction rates and product 
selectivities compared with confinement on the nonporous silica, 
Cabosil.2 In particular, the pyrolysis rate is enhanced in the 
mesoporous silicas and appears to increase as the pore size decreases 
(varied from 5.6 to 1.7 nm).  Further analysis at similar DPP surface 
densities on MCM-41 and Cabosil indicates a rate enhancement of 4-
5 at 375°C.7  The DPP reaction is a radical chain process whose rate 
is controlled by bimolecular hydrogen transfer steps.  Pore 
confinement enhances the rate of these steps through enhanced 
encounter frequencies and, perhaps, improved geometries for 
hydrogen transfer on the surface.  We have recently demonstrated 
that improved orientations for hydrogen transfers on silica surfaces 
can lead to faster reaction rates in free-radical reactions.8,9  

In the current work, we extend these investigations on pore 
confinement to benzyl phenyl ether (PhCH2OPh; BPE), which serves 
as a model for related α-aryl ether linkages in the renewable 
resource, lignin. In contrast to DPP, the rate of BPE pyrolysis is 
controlled by the initial unimolecular homolysis of the weak C – O 
bond.10  We have now immobilized BPE on the surface of three 
hexagonal mesoporous MCM-41 silicas having mean pore diameters 
of 2.7, 2.2, and 1.7 nm.  The attachment reaction involves 
condensation of a phenolic derivative of BPE with the surface 
silanols of the mesoporous silicas, which establishes a thermally 
robust Si – O – Caryl linkage to the surface.  The pyrolysis rate and 
product selectivity will be compared with previous results obtained 
on Cabosil.10

 
Experimental 

Materials.  The MCM-41 silicas were synthesized according to 
literature procedures.11  Controlled variation in the size of the 
structure directing template, CnH2n+1N(CH3)3Br [n = 16, 14, 12], 
produced three structurally related hexagonal mesoporous silicas 
with mean pore diameters of 2.7, 2.2, and 1.7 nm, respectively.  The 
BET surface areas for these materials were 1150, 1194, and 1285 m2 
g-1, respectively. The phenol m-HOC6H4OCH2C6H5 (HOBPE) was 
synthesized and purified as previously described.10

Surface-Attachment Reaction.  A sample of MCM-41 was 
dried in an oven at 200 °C for 4 h and then cooled to room 
temperature in a desiccator prior to use. The silica (1 g, ca. 4.5 mmol 
SiOH) was slurried with dry benzene (15 mL), excess HOBPE (2.6 g, 
13.0 mmol) was added and the mixture stirred for 10 min, and the 
solvent was removed on a rotary evaporator.  The solid was 

transferred to a Pyrex glass reaction tube, evacuated overnight, 
sealed at < 5 x 10-5 Torr, and the attachment reaction was conducted 
at 200 °C for 1 h in a fluidized sand bath.  The sample was 
transferred to another tube, connected to a dynamic vacuum at 5 x 
10-3 Torr, and heated in a tube furnace from 135 – 205 °C in 10 °C 
steps with 10 min hold periods to remove unattached HOBPE. The 
solid was then transferred into a fritted funnel and extracted with 
anhydrous diethyl ether until GC analysis showed no traces of 
HOBPE in the extract.  The resulting solid was dried under vacuum 
overnight.  Surface coverages were determined from carbon 
elemental analysis (Galbraith Laboratories).  These were confirmed 
by chemical analysis using the same base hydrolysis procedure 
described below.  The materials were stored in a desiccator under 
vacuum. 

Pyrolysis Procedure.  A weighed amount of sample (ca. 50 
mg) was placed in one end of a T-shaped Pyrex tube, evacuated, and 
sealed at < 5 x 10-6 Torr.  The sample was inserted into a temperature 
controlled, three zone tube furnace (275 ± 1 °C) fitted with a copper 
sample holder, and the other end was placed in a liquid nitrogen bath. 
The gas-phase products were collected in the cold trap, and dissolved 
in acetone (0.2 – 0.3 mL) containing cumene, 3,4-dimethylphenol, 
and 4-phenylphenol as standards.  These products were analyzed by 
GC and GC-MS as described previously.10  The surface-attached 
products were similarly analyzed following base hydrolysis (1 N 
NaOH, 30 mL) of the solid residue (30 mg), addition of the two 
phenolic standards in 1 N NaOH, acidification with HCl, extraction 
with diethyl ether, drying over MgSO4, filtration, and solvent 
evaporation.  The products from the residue, which are phenol 
derivatives, were silylated with N,O-bis-(trimethylsilyl)-
trifluoroacetamide : pyridine (1:2) prior to GC and GC-MS analysis. 
 
Results and Discussion 

BPE was bound to the MCM-41 with 2.7 nm pore diameter at 
high surface coverage for comparison with the earlier results on 
Cabosil.  The BPE molecules are attached to the pore wall by 
condensation of the phenolic precursor with the silanols to form Si – 
O – Caryl linkages (visualized in Figure 1).  Higher densities were 
achieved on the MCM-41 most likely due to the addition of a 
sublimation step (see Experimental) not employed on Cabosil, which 
results in a higher efficiency for BPE attachment.  This material was 
characterized by diffuse reflectance FTIR, 13C-NMR, and BET 
(nitrogen) surface analysis. 

 
Figure 1. Benzyl phenyl ether immobilized in a mesoporous silica. 
 

Pyrolysis of this material at 275°C gave the same suite of 
products as identified previously when BPE was immobilized on 
Cabosil.10  The initial rate-controlling step is homolysis of the weak  
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Figure 2. Initial rate-controlling homolysis step in the pyrolysis of 
BPE in the mesoporous silica.  The jagged line denotes position of 
attachment to the silica surface. 
 
(ca. 52 kcal mol-1) central O – C bond to produce surface-bound 
phenoxy and gas- phase benzyl radicals as shown in Figure 2. The 
rate constant for this step can be measured by following the products 
formed from their reaction.  These involve radical recombination at 
the phenoxy radical ring position to form isomers of surface-bound 
benzylphenol (Eq. 1), and hydrogen abstraction from BPE to form 
surface-bound phenol (Eq. 2) and gas-phase toluene (Eq. 3) as shown 
in Figure 3. 

Figure 3. Formation of principal products in the pyrolysis of BPE in 
mesoporous silica. The jagged line denotes a surface-attached 
product. 
 
The measured homolysis rate constant (average of 6-runs) is shown 
in Table 1 along with previously measured values for BPE bound to 
Cabosil at high surface densities. The value of the first order rate 
constant should be independent of the surface density of BPE 
molecules as illustrated for the Cabosil case.  The MCM-41 results 
suggest that pore confinement results in a ca. 3-fold decrease in this 
rate constant, perhaps a result of a cage effect in the pore.  This effect 
will be examined further through the study of BPE immobilized in 
the smaller pore size MCM-41’s with pore diameters of 2.2 and 1.7 
nm.  
 

Table 1. Comparison of Homolysis Rate Constant (275 °C) and 
Reaction Path Selectivity for BPE bound to MCM-41 and 

Cabosil 
Silica BPE Surface 

Density (nm-2) 
k1 x 105

(s-1) 
Path 

Selectivitya

MCM-41 
(2.7 nm pore) 

1.14 0.56 ± 0.06 0.77 

Cabosil 0.76 1.5 ± 0.1 1.00 
Cabosil 0.56 1.4 ±0.1 1.34 
a Ratio of surface-bound benzylphenols (Eq. 1) to surface bound 
benzophenone (Eq. 4) plus surface-bound benzhydrol  (Eq. 5). 
Estimated error is ± 5 %. 
 

One of the interesting discoveries in our previous studies of 
BPE pyrolysis on Cabosil was the emergence of a significant new 
pathway not previously detected in the gas-phase or liquid-phase 
pyrolysis of BPE.10  This pathway (Figure 3, Eqs. 2 – 5) involves the 
formation of surface-bound benzophenone (Eq. 4) and benzhydrol 
(Eq. 5) products following an O – C phenyl shift in the intermediate 
carbon-centered radical shown in the figure.  The path selectivity for 
BPE reaction via radical recombination to form surface-bound 
benzylphenols (Eq.1) vs. the phenyl shift rearrangement path to form 
the surface-bound benzophenone and benzhydrol is reported in Table 
1.  We can see that this selectivity is less than 1.0 and lower for the 
MCM-41 than for the Cabosil indicating a preference for the phenyl 
shift path.  However, this comparison needs to be made at similar 
BPE surface densities, since the path selectivity will be dependent on 
this parameter as previously observed on Cabosil.10  Hence, future 
work will not only examine BPE pyrolysis selectivity on the smaller 
pore size MCM-41s, but also on Cabosil at a higher surface density 
more comparable with that of the mesoporous silicas. 

O CH2

275 oC

k1
O

+ H2C

 
Conclusions 

Pyrolysis of BPE confined in mesoporous MCM-41 with a 2.7 
nm pore diameter proceeds to give the same suite of products 
detected previously on the nonporous Cabosil nanoparticles.  
However the rate is reduced possibly as a consequence of a cage 
effect in the porous solid.  The rearrangement path involving an O – 
C phenyl shift producing the benzophenone and benzhydrol products 
on the surface appears to be more favored than observed previously 
on Cabosil, but additional studies are required at more comparable 
surface coverages as indicated above. Future studies will examine the 
influence of the MCM-41 pore size on the pyrolysis rate and path 
selectivity. 
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Introduction 
Often heard in the field of catalysis is the call to “transform 

the art of catalyst characterization into a science.” State of the art x-
ray absorption techniques at the Advanced Photon Source (APS) at 
Argonne National Laboratory are precisely the tools for molecular-
level characterization that make this transformation possible. The 
brilliance of the APS permits analysis of solutions and solid 
samples at previously unattainable dilutions and speed.  The use of 
x-ray absorption methods at the APS for catalyst characterization 
has been reviewed recently [1]. 

In this paper extended x-ray absorption fine structure 
(EXAFS) and x-ray absorption near edge structure (XANES) 
analysis have been used to achieve new insight into the synthesis of 
supported Pt catalysts. Three veins of work will be discussed; in the 
first, EXAFS was performed on solutions of chloroplatinic acid 
(H2PtCl6) to better understand the speciation pathway of this 
hydrolyzable coordination complex [2]. Changes in the Pt 
coordination sphere that occurred as the Pt complexes were 
adsorbed over alumina were used to postulate the mechanism of 
adsorption. In a second vein, in-situ, real time XANES has been 
used to distinguish a slow chemical reduction of adsorbed Pt(IV) 
complexes on carbon supports from rapid physical adsorption [3]. 
In a final example, EXAFS and XANES have been used to track 
the evolution of the Pt phase after calcination at different 
temperatures and to estimate final Pt crystallite size as complexes 
of Pt tetraammine adsorbed onto silica are converted to Pt metal 
crystallites by various calcination and reduction treatments [4]. 
From this data a mechanism for the control of Pt crystallite size has 
been proposed.  

 
Experimental 

EXAFS measurements were performed at the MRCAT 
undulator beam-line equipped with a double-crystal Si (111) 
monochromator with resolution of better than 4 eV at 11.5 keV (Pt 
L3 edge).  Spectra of the metal solutions contained in plastic 
cuvettes were taken in fluorescence mode and those of solids as 
pressed powders in transmission mode.  Phase-shift and 
backscattering amplitudes were obtained from various solid 
reference compounds.  Details of the experimental and fitting 
procedures can be found in references [2-4].  Typical data and 
fitted Fourier transform are shown in figure 1 for a 200 ppm CPA 
solution.  
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Figure 1.  EXAFS data for 200 ppm CPA at pH = 1.5 HCl; a) raw 
EXAFS, b) typical fit (data-solid and fit-dashed; k2: ∆k = 3.0-10.7, 
∆r = 1.0-2.7), from [2]. 
 
Chloroplatinic acid (CPA) and platinum tetraammine (PTA) 
chloride were used as Pt sources.  Supports were common varieties 
of γ-alumina, amorphous silica, and activated carbon.  The pH of 
impregnating solutions was adjusted with HCl and NaOH. 
 
Results and Discussion 
 CPA Speciation in Solution and Adsorbed on Alumina.  
Chloroplatinic acid is normally considered to be a strong acid  with 
the Pt present as the hexachoroplatinate anion.  It was found that 
when diluted to 200 ppm, hydrolysis occurs quickly and 
extensively [2].  The EXAFS spectra in Figure 2 clearly reveal the 
differences in 200 ppm CPA at the various conditions.   The fits of 
the Pt coordination geometry are consistent with octahedral 
coordination, thus at a pH of 1.5 in HCl, CPA is present at PtCl6

-2, 
while at a pH of 12, the average Pt coordination is 1.8 Pt-Cl and 4.2 
Pt-O bonds.  At its “natural” diluted pH of 2.6, the calculated 
average coordination is 2.7 Cl- and 3.3 OH or H2O ligands.  From 
EXAFS it is not possible to distinguish between Pt-OH and Pt-OH2 
ligands.  
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Figure 2.  EXAFS of Pt coordination sphere in 200 ppm solutions:  
solid-CPA at pH=1.5 in HCl (k2: ∆k = 3.0-10.7, ∆r = 1.0-2.7); 
dashed-CPA at pH=2.6 as diluted (k2: ∆k = 3.0-10.0, ∆r = 1.0-2.4); 
dotted-CPA at pH=12.5 in NaOH (k2: ∆k = 3.0-8.6, ∆r = 1.0-2.4).  
From [2]. 

 
Fresh and aged 200 ppm CPA solutions were analyzed and 

their Pt-Cl coordination numbers (CNs) are shown in figure 3 as a 
function of pH [5].  This data reveals that extensive and rapid 
hydrolysis occurs above a pH of 2, and continues slowly over time.  
Also shown on this plot are the Pt-Cl CNs of Pt complexes 
adsorbed onto alumina.  These are plotted at the calculated pH of 
the adsorption plane [5].  Half these samples began as fully 
chlorided complexes using an excess of 0.03 M NaCl (filled 
squares), the others as the half-chlorine, half-oxygen complexes of 
the diluted CPA (unfilled squares).   Both series of samples fall 
closely together between curves of the fresh and aged liquid phase 
samples.  Our hypothesis is that at the adsorption plane, little 
chloride is present (the dianionic Pt complexes adsorb much more 
strongly) and the pH is higher than the bulk, so the  
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Figure 3. Comparison of the chlorine coordination numbers of 
adsorbed (series A) and fresh and aged liquid phase (200 ppm) 
CPA complexes, from [5]. 
 
complexes speciate accordingly.  Since this series was prepared 
with an excess of liquid, the chloride could be far from the surface 
and much would be removed when the solid was filtered from the 
solution.  

 
 Reduction of CPA Adsorbed on Carbon.  A chemical 
mechanism has been cited for CPA adsorption over carbon; XPS 
studies reveal the presence of Pt+2 in samples dried at 100 ºC [6].  
We have employed real-time, in-situ XANES to try to determine if 
Pt reduction accompanied adsorption, or occurred after it.  A 
representative set of XANES spectra is shown in figure 4.  CPA 
was adsorbed onto activated carbon at an initial pH below 3.0.  The 
decrease in the white line intensity (from back to front) indicates an 
almost complete reduction of Pt+4 to Pt+2 over a time span of two 
hours.  Chloride appears to be the predominant ligand at all times. 

11540 11560 11580 11600 11620

 

X-Ray Energy (eV)

 
Figure 4.  XANES spectra illustrating the reduction of Pt+4 to Pt+2 
during contact with an activated carbon surface, over a 2 hour 
period (back to front). 

 
The adsorption of CPA onto carbon was much more rapid 

than the time scale of this change, attaining about 95% of 
equilibrium adsorption in about 10 minutes.  Since the time scales 
for adsorption and reduction are very different, we conclude that 
adsorption and reduction are independent phenomenon and can be 
modeled as such. 

By following the white line intensity versus time the 
reduction rates of the different carbon samples can be compared 
[3].  Figure 5 is a summary plot of log (percent Pt (IV)) versus 
number of scans. The curves can be divided into two groups; 
activated carbons have a smaller slope compared to that of Vulcan, 
a carbon black and Asbury, which is graphitic. There are two 
possible explanations to account for the differences in rate.  First, 
the higher surface area, smaller pore activated carbons exhibit 
resistance to mass transfer, or second, redox reactions with Pt are 
more favorable over graphitized surfaces than activated carbon 
surface considering the electron donor property of the surface 
π−complexes [3]. 
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Figure 5. In-situ XANES analysis: reduction of Pt on various 
carbons.  CA, KB, and SX are activated carbon, Vulcan is carbon 
black, and Asbury is graphitic.  From [3]. 
 
 Sintering Pathway of PTA Adsorbed onto Silica.  Highly 
dispersed Pt on silica can be synthesized by conducting an 
impregnation at the optimal pH value for “strong electrostatic 
adsorption” (SEA) of PTA cations over a negatively charged silica 
surface [4]. The effect of metal loading and calcination on 
dispersion is shown in Figure 6 for 1 and 2% Pt on silica prepared 
by adsorption of PTA at a pH of 9.5 with NH4OH.  As the metal 
loading increases, the dispersion is lower at calcination 
temperatures up to about 500°C, above which the dispersion is not 
dependent on the metal loading. 
 

 
Figure 6. The effect of calcination temperature and metal loading 
on dispersion for 1% Pt (solid circles) and 2% Pt (open circles) on 
silica prepared by adsorption. 
 

XANES and EXAFS spectra of samples calcined at 100, 300, 
and 600 C are shown in figure 7.  As the calcination temperature 
increases, there is a continual increase in white line intensity 
confirming the oxidation of PTA by calcination.  EXAFS analysis 
confirms a parallel increase in the Pt-O coordination number.  Pt+4 
oxide with 6 Pt-O bonds is formed at 300°C and remains the 
dominant species up to calcination temperature of 525°C.  
Calcination at temperatures higher than 525°C leads to formation of 
metallic Pt-Pt bonds at 2.77 Å. 
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Figure 7. Analysis of 1% Pt on silica prepared by SEA with PTA 
at a pH = 9.5 and calcined at 100 (dashed), 300 (solid) and 600°C 
(dotted) a) normalized XANES spectra , b) EXAFS spectra. 
 

The reduction of the intermediate Pt+4 phase leads to the 
formation of large metallic particles with a dispersion of about 0.4 
[4].  Calcination above 525°C, leads to even larger metallic 
particles.  By combination of the adsorption method of preparation 
and calcination temperature, very small to large metallic 
nanoparticles can be prepared. 
 
Conclusions 

Molecular characterization of a variety of Pt containing 
catalysts by EXAFS and XANES performed at the APS has yielded 
much fundamental insight on the synthesis of these materials.   
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Introduction 

Much of the productivity improvements in the chemical 
industry within the last century could not have occurred without 
the help of catalysts. Catalytic materials provide improvements in 
reaction rate and product selectivity by lowering the activation 
energy by which chemical reactions occur. A wide variety of 
chemical substances show catalytic activity, but most industrial 
processes employ heterogeneous catalysts that are comprised of 
metal, metal oxide, or metal sulfide nano-sized particles on porous, 
high-surface area supports. 

Of interest to most catalyst researchers is the structure of the 
active site, especially under reaction conditions. While a number of 
instrumental methods are used to characterize the active site in 
nanoparticles, many of these methods require idealized materials or 
conditions such as thin films, ultra-high vacuum, low temperature, 
etc. This is in contrast with typical catalyst operating conditions, 
normally requiring high reaction pressures and temperatures. Data 
obtained under ambient conditions may differ significantly from 
those obtained under realistic operating conditions. X-ray 
Absorption Spectroscopy (XAS), however, can be used to 
determine the average local electronic and structural environment 
of a catalytic metal site under realistic conditions, thus overcoming 
both the pressure and materials gap. As a result, the use of XAS as 
a key method for nanoparticle characterization of heterogeneous 
catalysts has grown considerably in the last decade.  Several 
excellent reviews describe XAS in the context of catalyst 
characterization (1-11).  The increase in the use of XAS in 
catalysis is in part also due to the increased availability of 
synchrotrons, improved data quality, and improvements in both 
hardware and software for data analysis. 

While more catalysis researchers are using XAS 
characterization, there is still a push for the development of in situ 
data collection methods to observe the catalyst under reaction 
conditions.  Since one must allow x-rays access to the sample and 
detect x-rays from inside the sample chamber, reactor design can 
be quite involved. Any material that intercepts the x-ray beam, 
including the sample in transmission XAS, must be somewhat 
transparent at the x-ray energy being used. There are a limited 
number of materials that are nearly transparent to x-rays, non-
reactive, and with high mechanical strength. Transmission 
measurements are relatively simple, since there need be only a 
small window for x-ray entrance and exit. Catalyst samples are 
typically mounted as self-supporting wafers to reduce the 
detrimental absorption from a support.  
 
Experimental 

Work was done at the Advanced Photon Source (APS) at 
Argonne National Laboratory at the Materials Research 
Collaborative Access Team (MR-CAT) insertion device beam line.  
The procedures used and the data analysis have been summarized 
elsewhere (12).  

Initial work in our laboratory utilized a single sample holder 
in a controlled atmosphere cell.  The cell was capable of 
controlling a mixture of gasses at atmospheric pressure at 
temperatures up to 800 °C.  Using this set up, we obtained our first 

on line data on Cu-ZSM-5 reduction (12).  Analysis of this data 
revealed much about the nature of the Cu in the oxidized and 
reduced states and the analysis of this data will form the basis of 
this talk.   

To improve throughput at the beam line, a multi-sample 
holder was developed.  This sample holder (Figure 1) has two 
advantages.  First, it allowed four samples to be analyzed at once 
resulting in time savings of up to 70% over the single sample 
mode.  More importantly, the four-sample holder ensures that the 
four catalysts being compared are treated exactly the same 
(temperature, pressure, gas composition). 
 
 

 
 
Figure 1.  Multi sample holder for in situ XAS. 
 
Results and Discussion 

XANES Analysis.  Figure 2 shows the composite plot of the 
TPR for Cu-ZSM-5 from room temperature up to 600 °C.  At room 
temperature, the XANES spectrum is typical of only Cu2+.  As the 
temperature is increased in H2 flow, a pre-edge feature (~8980 eV) 
typical of Cu+1 begins to grow in and the Cu2+ feature slowly 
disappears.  At even higher temperatures, the Cu+1 feature 
decreases and metallic Cu0 becomes the dominant species.  

 
 
Figure 2.  Normalized XANES spectra across the Cu K edge 
collected during the temperature programmed reduction of Cu-
ZSM-5 in 5% H2/He at a rate of 3°C/min. From [12]. 
 

The visualization of this type of data is informative with 
respect to gross analysis of when reduction of the metal occurs.  In 
order to be quantitative, however, we have utilized the technique of 
principle component analysis (PCA) to understand the amount of 
each oxidation state for a given temperature.  PCA was performed 
using methods similar to those from Malinowski (13).  The 
normalized data were collected in a matrix, and singular value 
decomposition was used to find the associated eigenvalues and 
eigenvectors.  Using empirical selection rules as discussed below, 
either 3 or 4 eigenvalues and eigenvectors were selected to be the 
basis set for the system.  While, ideally, for XANES analysis, pure 
phases of the species in question should be selected, the pure Cu 
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states have significantly different XANES behavior than the zeolite 
counterparts, and would drastically affect the factor analysis 
results.  Instead, iterative key set factor analysis (IKSFA) (13) was 
used to determine which of the initial XANES data sets were most 
fundamental, and the other data in the set were fitted using a least 
squares analysis on a linear sum of these fundamental vectors.  

Factor analysis of the H2 TPR data showed that no less that 3 
components were present in the various XANES spectra.  
However, 3 components did not account for the entire variance in 
the data; using a 4th component resulted in a more complete 
accounting.  Using empirical methods, it was determined that using 
five or more components was over-compensating for the 
experimental error.  For comparison, both a 3-component and 4-
component fit were investigated.  For both cases, IKSFA resulted 
in a low-temperature (<100°C) and high-temperature (>500°C) 
component.  The remaining one or two components, respectively, 
were found in the moderate temperature range of 200-300°C.  We 
have assigned the lowest temperature component as predominantly 
Cu2+ and the highest temperature component as predominantly Cu0, 
given the similarity of these spectra to expected spectra for those 
oxidation states.  The intermediate peaks we have assigned as 
either Cu3A or Cu4A and Cu4B (not shown) for the intermediate 
states for either 3- or 4-component fits, respectively; these states 
appear to be related to Cu1+, as the Cu1+ pre-edge feature is 
predominate in each, but may have some Cu2+ nature, as well. 

Using the selected component states, the remaining XANES 
spectra were fitted to a linear combination of these states in order 
to determine the composition of each state, as shown in Figure 3 
for the 3-component fits.  Note that because no true reference 
materials were used, the composition of the basis components 
appears to be a single phase, but may actually be a composition of 
multiple true phases, as indicated by the analysis of the XANES 
structure.  However, these compositions can still be used to observe 
the step-wise transformation of the spectra between the 3 or 4 
states.  
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Figure 3.  Phase composition of each XANES spectra during H2-
TPR of Cu-ZSM-5 as determined from factor analysis.  (a) 
Compositions determined using a 3-component fit. From [12]. 
 
EXAFS Analysis 

While analysis of the XANES spectra provides information on 
the oxidation state of the metal at a given set of conditions, in order 
to learn about the coordination of the metal, analysis of the 
Extended X-ray Absorption Fine Structure (EXAFS) is required.  
The EXAFS regime is normally defined as at least 50 eV above the 
edge step.  

  
Figure 4.  Fourier transform magnitude plot of the EXAFS spectra 
collected at the Cu K edge during the temperature programmed 
reduction of Cu-ZSM-5 in 5% H2/He at a rate of 3°C/min.  Radial 
positions have not been corrected for phase shift.  From [12]. 
 

The Fourier transform of the EXAFS data for the H2 TPR of 
Cu-ZSM-5 is shown in Figure 4.  The fitted parameters along with 
error estimates are presented in Table 1. The fits were able to 
account for all but 5% of the variance in the data, even in the worst 
cases.  The goodness-of-fit parameter ℜ calculated from the sum of 
the squares of the difference between the experimental data and the 
fit, and normalized to the amplitude of the data, is also given in 
Table 1.  Initially, there is a large contribution from Cu-O bonds at 
1.95 Å as well as from a longer Cu-O bond at 2.85 Å.  There are 
also a set of scattering paths in the 3.5-5.0 Å range; while 
additional paths from CuO and Cu2O were used to try to fit these 
paths, no successful model could be discovered.  Previous EXAFS 
studies in the literature suggest that the shells in this region are 
associated with scattering from Cu-O-Cu bridges that can easily 
exist in Cu-ZSM-5 and other exchanged zeolites (14-18). No Cu-
Cu scattering path could be fitted in the 1.2-5.0 Å range at low 
temperatures, which suggests that the Cu exists mostly as isolated 
Cu species on the zeolite framework, as opposed to small CuO 
particles.  For comparison, several Cu-ZSM-5 species that were 
drastically overexchanged were examined separately.  The strong 
presence of a Cu-Cu shell and additional shells at R > 3Å in these 
materials indicate the presence of long-range order from CuO or 
Cu2O cluster formation.  In contrast, these cluster features are not 
present on the ca. 100% exchanged Cu-ZSM-5 sample used in this 
study, demonstrating the isolation of the Cu species.  The initial 
coordination number of 4.8 for the first Cu-O shell is larger than 
the expected value of 4 for CuO, but other researchers have found 
coordination numbers up to 6 for Cu-O in ZSM-5 when charge-
balanced by hydroxyl groups (14, 15, 19). 
 
Conclusions 

In situ analysis using high energy synchrotron energies can 
have a profound impact on the understanding of heterogeneous 
catalysis.  We have provided an example in which the use of in situ 
XAS has elucidated much regarding the nature of the Cu in Cu-
ZSM-5 catalysts; we identified the Cu1+ state as the active state.  
We have also determined that the onset of deactivation occurs 
concurrently with growth of metallic copper particles. 

The rapid increase of XAS in the literature on the 
characterization of heterogeneous supported catalytic nanoparticles 
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is testament to the increasing availability of synchrotrons, 
improved data quality, and user-friendly software. The number and 
availability of new synchrotrons is expected to continue to increase 
within the next 10 years. In addition, data quality continues to 
improve and data acquisition time continues to decrease. Spectra 
that once took several hours to collect can be now obtained within 
a few minutes.  These developments combine to make synchrotron 
methods a very attractive tool for catalyst characterization. 
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Table 1.  EXAFS fitting parameters for selected temperatures during H2 TPR reduction of Cu-ZSM-5. (a ×10-2 Å2) 
 

Cu-O 
First Shell 

Cu-O 
Second Shell Cu-Cu 

Temp. 

N R (Å) σ2  a N R (Å) σ2  a N R (Å) σ2  a

ℜ2

25°C 4.8 ± 0.5 1.95 ± 0.01  0.51 3.0 ± 0.5 2.85 ± 0.01  0.75 n.f. n.f. n.f. 0.8 

100°C 5.4 ± 0.6 1.96 ± 0.01 0.60 2.7 ± 0.5 2.91 ± 0.02 0.89 n.f. n.f. n.f. 0.6 

200°C 3.9 ± 0.4 1.94 ± 0.01 0.72 1.9 ± 0.7 2.85 ± 0.04 1.07 n.f. n.f. n.f. 1.9 

300°C 2.8 ± 0.3 1.96 ± 0.01 0.84 0.3 ± 0.5 2.85 ± 0.08 1.27 n.f. n.f. n.f. 3.9 

400°C 1.6 ± 0.2 1.97 ± 0.01 0.98 n.f. n.f. n.f. 4.0 ± 0.3 2.51 ± 0.01 1.67 4.1 

500°C 0.3 ± 0.2 1.97 ± 0.02 1.12 n.f. n.f. n.f. 8.2 ± 0.3 2.51 ± 0.01 1.94 0.9 

600°C 0.3 ± 0.2 1.97 ± 0.02 1.23 n.f. n.f. n.f. 8.3 ± 0.4 2.50 ± 0.01 2.22 1.4 
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Introduction 

Supported vanadia catalysts have attracted significant interest in 
recent decades due to their good catalytic performance in many redox 
reactions,1 such as dehydrogenation and oxidative dehydrogenation 
of alkanes to olefins, oxidation of methanol to formaldehyde, 
ammoxidation of aromatic hydrocarbons, and selective reduction of 
NOx. A better understanding of the catalytic properties of supported 
vanadium oxides requires determination of the structure-reactivity 
relationships of the supported VOx catalysts. Raman spectroscopy 
has been successfully and frequently employed by many research 
groups for characterization of the molecular structure of supported 
vanadium oxides.1−8 Most conventional Raman studies of supported 
VOx catalysts were carried out using a single excitation wavelength 
in the visible region (either 514 or 532 nm).1−6 However, several 
recent studies7, 8 suggest that more complete and sometimes new 
structural information of supported metal oxides can be achieved by 
using multiple excitation wavelengths. The reason lies in the strong 
electronic absorptions in the UV and visible wavelength regions 
exhibited by most transition metal oxides that make it possible to 
measure resonance-enhanced Raman spectra. Under circumstances 
where supported VOx species are present in a distribution of cluster 
sizes or coordination geometries, it is likely that these species also 
possess a corresponding distribution of electronic absorption 
wavelengths. Excitation of Raman spectra within the absorption 
region will produce resonance-enhanced spectra from the subset of 
VOx species with absorptions at the excitation wavelength. By 
measuring the Raman spectra at several wavelengths, more 
information can be obtained about the various VOx species in the 
distribution. Moreover, when UV excitation is employed, even 
Raman spectra from supported VOx at low loadings (<1% wt) on 
oxides having strong fluorescence are possible because of the 
avoidance of fluorescence and enhanced sensitivity.9  

The present work aims at a further study of the structure of VOx 
supported on alumina (δ-, α-, and γ-Al2O3) using both UV- (244 nm) 
and visible- (488 nm) excited Raman. Interpretation of the Raman 
spectra was also aided by UV-Visible diffuse reflectance 
spectroscopy (UV-Vis DRS) and temperature-programmed reduction 
(TPR) measurements. 
 
Experimental 

All supported VOx samples were prepared via incipient wetness 
impregnation of aluminas (δ-Al2O3: Johnson Matthey, UK, SBET = 
101 m2/g, γ-Al2O3: Engelhard, SBET = 220 m2/g, and α- Al2O3: 
Aldrich, SBET = 11 m2/g) with aqueous NH4VO3 solutions. Surface 
VOx density varied in the range 0.01 – 14.2 V/nm2. 

Raman Studies.  The samples were studied by both UV (244 
nm) and visible (488 nm) Raman spectroscopy under hydrated and 
dehydrated conditions. Both UV and visible Raman spectra were 
collected using the fluidized bed reactor and UV Raman instrument 
built at Northwestern University8−10. 

 
UV-Vis DRS.  DRS spectra in the range of 200-800 nm were 

taken from the samples in a transparent vial on a Varian Cary 1E 
UV-Vis spectrophotometer equipped with a diffuse-reflectance 
attachment, using MgO as a reference.  

H2-TPR.   H2-TPR was carried out in a H2/Ar (5%) flow of 40 
ml/min from room temperature to 1023 K with a ramp of 8 K/min 
after the sample was calcined at 773 K for 2h.  
 
Results and Discussion 

The visible Raman spectra of dehydrated δ-Al2O3 are shown in 
Fig. 1. The spectra of V/δ-Al2O3 with surface VOx density lower than 
0.16 V/nm2 are dominated by fluorescence from the δ-Al2O3 support 
Samples with surface VOx densities above 0.16 V/nm2 start to show 
Raman bands due to VOx species: a weak broad band centered at 915 
cm-1, a V=O vibration at 1023 cm-1 for 0.16V, 1030 cm-1 for 1.2V, 
and 1035 cm-1 for 4.4V and 8.8V samples, and an intense band at 994 
cm-1 characteristic of V2O5 for 4.4V and above. The broad band at 
~915 cm-1 has previously been ascribed to V-O-V stretching modes 
and used as a proof for the presence of polymerized VOx species.1−5 
Here we assign it to the interface mode, V-O-Al, in accord with 
recent DFT calculations of the VOx-Al2O3 system.11 This assignment 
is confirmed by the UV Raman results described below. For hydrated 
samples (spectra not shown), a broad Raman feature centered at 900 
cm-1 covers the whole spectral range (800 – 1050 cm-1) at surface 
VOx densities of 0.16 and 1.2 V/nm2. The broad band can be due to 
hydrated, polymerized VOx species3 and becomes a shoulder on the 
lower wavenumber side of the V2O5 band at 994 cm-1 at higher VOx 
density. 

UV Raman spectra of dehydrated V/δ-Al2O3 are shown in Fig. 
2. It is striking to note that some Raman features due to surface VOx 
species can be distinguished for V/δ-Al2O3 samples at extremely low 
surface density even down to 0.01 V/nm2, i.e., a weak Raman band at 
1013 cm-1 and a broad shoulder at around 912 cm-1 (Fig. 2A-b). 
These Raman features cannot be detected in the visible Raman 
spectra (see Fig. 1). The broad feature centered at 912 cm-1 is present 
with medium intensity at all loadings, suggesting that this broad 
Raman feature cannot be exclusively assigned to V-O-V stretching 
and supported the theoretical assignment to V-O-Al bonds. The 
1013-cm-1 band, assigned to the V=O stretching mode of surface VOx 
species, shifts gradually to higher wavenumber as the surface VOx 
density increases. This band remains observable at ca. 1026 cm-1 for 
a surface VOx density of 14.2 V/nm2, a result which is clearly 
different from the visible Raman spectra (Fig. 1) where the V=O 
band is above 1030 cm-1 for surface VOx densities greater than 1.2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 1. Visible (λexcitation = 488 nm) Raman spectra of dehydrated 

V/δ-Al2O3 as a function of surface VOx density (V/nm2).  
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 V/nm2 and disappears above monolayer loading (8 V/nm2). The 
differences in Raman shift and in intensity vs. VOx density between 
visible- and UV-excited Raman spectra suggest the presence of 
different types of surface VOx species on the Al2O3 support. At 
medium surface VOx densities (0.16 - 4.4 V/nm2), a weak broad 
feature appears near 625 cm-1, indicating the formation of 
polymerized VOx species on the surface. When the surface VOx 
density is above 8 V/nm2, the formation of crystalline V2O5 is 
evident from the characteristic band at 994 cm-1 and additional bands 
in the range 400 – 600 cm-1.  

UV Raman spectra of hydrated V/δ-Al2O3 are in a manner 
similar to the visible spectra. Broad Raman features due to surface, 
hydrated polyvanadate species dominate the spectra (not shown). 

Results from both UV and visible Raman studies give us an 
evolving picture of surface VOx species on δ-Al2O3: V/Al2O3 with a 
surface density lower than 1.2 V/nm2 possesses mainly isolated VOx 
in tetrahedral coordination. At surface densities higher than 1.2 
V/nm2, a mixture of polyvanadates with different polymerization 
degrees participates to a larger extent on the surface, and V2O5 forms 
at a surface VOx density above 4.4 V/nm2. This picture is further 
confirmed by our UV-Vis DRS and TPR measurements (not shown 
here) of V/δ-Al2O3 samples. 

Comparing the UV and visible Raman spectra of V/δ-Al2O3 
samples, two kinds of V=O band shift can be distinguished: a shift as 
a function of excitation wavelength for the same sample and a shift 
as a function of surface VOx density for different samples. The 
former shift is caused by different VOx structures selectively detected 
at different excitations as evidenced by UV-Vis DRS spectra. It 
appears that visible excited Raman spectra are more sensitive to 
polymeric or cluster VOx and UV excited Raman spectra are more 
sensitive to isolated and less polymerized VOx species. The latter 
shift, from 1012 to 1027 cm-1 as the surface VOx density increases 
from 0.01 to 14.2 V/nm2 in the case of UV-excited Raman spectra 
(Fig. 2), can be ascribed to the continuous evolution of VOx 
structures on the surface. 

The Raman, UV-Vis DRS and H2-TPR results show that the 
structure, distribution, and reducibility of surface VOx species on 
γ−Al2O3 are quite similar to those on δ−Al2O3. This similarity is 
understandable since both δ− and γ-Al2O3 have a spinel structure 

with similar types (but different distribution) of surface hydroxyl 
groups which are the bonding sites for VOx species on the aluminas. 
However, Raman (both UV and Visible) and TPR results for VOx on 
α-Al2O3 are quite different from those of VOx on δ- and γ-Al2O3, 
suggesting different surface VOx species on α-Al2O3. The different 
bulk structure (corundum) and surface properties (few hydroxyl 
groups) of α-Al2O3 may account for the difference. Insights into the 
nature of the VOx species on α-Al2O3 require further investigations.  
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Abstract 

A combination of XPS and 15N NMR were used to characterize 
the nitrogen forms in peats and mildly pyrolyzed peats (equivalent Ro 
≤ 1.0).    For unaltered peat, the 15N NMR spectrum and XPS 
nitrogen (1s) spectrum are consistent with the presence of amide 
nitrogen.  Upon pyrolysis, the main peak in the 15N NMR spectrum 
broadens and shifts from -260 to -245 ppm. This change is consistent 
with the loss of some amide nitrogen and the appearance of pyrrolic 
nitrogen forms. Upon pyrolysis a new XPS peak appears at 398.6 eV 
characteristic of pyridinic nitrogen. Together these results indicate 
that a thermal transformation of amide nitrogen into pyrrolic and 
pyridinic forms occurs after thermal stress roughly equivalent to the 
bituminous stage of coalification. Sulfur XANES from unaltered peat 
indicates the presence of disulfide, mercapto, aliphatic, and aromatic 
organic sulfur.  Sulfite and sulfate were present in most samples. 
Mild thermolysis results in elimination of disulfides, aliphatic sulfur 
and sulfite.  

 
Introduction 
       Peat is a sedimentary deposit composed primarily of plant 
derived material and is a precursor to coal. Most organic nitrogen is 
derived from living organisms and decomposition processes hamper 
analytical attempts to trace nitrogen in lignites and coals back to their 
biological origins [1-5]. The processes that govern the initial 
diagenetic transformations of nitrogen forms are not well understood. 
Recent advances in 15N NMR [1-4, 6-9] and X-ray Photoelectron 
Spectroscopy (XPS) [10-13] have provided new tools to probe the 
chemical structure of nitrogen forms in complex solid and 
non-volatile carbonaceous systems. Much of the nitrogen in 
deposited biomass is lost quickly to biodegradation.  Amide groups 
in proteins and peptides represent an abundant initial source of 
nitrogen but are thought to be susceptible to rapid deamination [1-5].  
Numerous studies have shown that amide forms of nitrogen are 
present in recently deposited organic matter and peat [1-4, 6,7]. In 
general, these studies have demonstrated that some chemical 
environments containing amide groups, once created, are resistant to 
microbial degradation and survive through early diagenesis. For 
coals, the distribution of nitrogen forms depends on rank.  In low 
rank coal, pyrrolic nitrogen is the most abundant nitrogen form 
followed by pyridinic and quaternary nitrogen [11,12]. The sulfur 
forms in peats are largely unstudied. For coal it is well established 
that aliphatic and aromatic sulfur forms are present and that the 
relative amount of aromatic sulfur increases with increasing coal rank 
[14, 15]. The possible connections between the nitrogen and sulfur 
forms present in peats and those in coal are explored in the present 
study by characterizing and comparing unaltered peats with peats 
that have been thermally stressed to roughly the bituminous stage of 
coalification. 
 
Experimental 
       The peat samples were obtained from the peat sample bank of 
the University of South Carolina [16]. Nitrogen and sulfur elemental 
data for the peat and pyrolyzed peat samples are shown in Table 1.  
These peats differ significantly in composition due to the variety of 

source plants and depositional settings.  The peat samples were 
homogenized and ground into fine powders using a Wig-L-Bug® 
prior to analysis. Pyrolysis was done in an inert atmosphere for 5 
minutes and 75 minutes at 400 °C.  These conditions correspond to 
Ro=0.7 and 1.0, respectively, using the EasyRo method [17]. 
      XPS results were obtained with a Kratos Axis Ultra system using 
monochromatic Al K alpha radiation.  A general description of XPS 
curve resolution methods for nitrogen appear elsewhere [11-13]. 
Solid-state 15N CPMAS NMR spectra were recorded using a 
Chemagnetics CMXII-200 spectrometer operating at a static 
magnetic field of 4.7 T (20.2 MHz 15N). The spectra are reported 
relative to nitromethane. The sulfur XANES spectra were obtained at 
beam line 6-2 of the Stanford Synchrotron Radiation Laboratory 
(SSRL) using methods developed previously for speciation and 
quantification of organically bound sulfur forms in coals [14]. 

 
Table 1. XPS Results for Nitrogen, Sulfur and Aromatic Carbon 
 Per 100 Carbon 
 13C NMR 

Aromatic 
Carbon 

XPS 
Aromatic 
Carbon 

XPS 
Nitrogen 

XPS 
Sulfur 

Lox. Nym. (Unaltered) 24 23 4.9 0.5 
Lox. Nym (Ro=0.7) 67 53 5.0 0.5 
Lox. Nym. (Ro=1.0) n.d. 73 5.6 0.6 
Oke. Tax. (Unaltered) 29 25 2.5 0.1 
Oke. Tax. (Ro=0.7) 64 59 2.7 0.1 
Oke. Tax (Ro=1.0) n.d. 69 3.3 0.1 
Coot Bay (Unaltered) 28 33 2.6 1.8 
Coot Bay (Ro=0.7) 48 49 3.1 1.7 
Coot Bay (Ro=1.0) n.d. 80 3.5 2.3 
N.C. 1st Col. (Unaltered) 36 29 1.8 0.1 
N.C. 1st Col. (Ro=0.7)  70 60 1.4 <0.1 
N. C. 1st Col. (Ro=1.0) n.d. 75 1.8 <0.1 

 
Results and Discussion 
      Table 1 shows that the XPS and 13C NMR results for aromatic 
carbon are in good general agreement for unaltered and pyrolyzed 
peats.  There is a progressive increase in the level of aromatic carbon 
with increasing thermal stress.  The relative amounts of nitrogen and 
sulfur remain constant upon thermolysis.  

δN (ppm , N O 2C H 3 scale)

200 100 0 -100 -200 -300 -400 -500 -600

P yro lyzed
(R o=0.7)
O ke. Tax.

U naltered
O ke. Tax.

 
Figure 1. 15N NMR spectrum of unaltered and pyrolyzed Oke. Tax. 
peat 
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      Figure 1 shows the 15N CPMAS NMR spectrum for unaltered and 
pyrolyzed Oke. Tax. peat.  A peak occurs in the 15N NMR spectrum 
at -260 ppm and this position is consistent with the presence of amide 
nitrogen. Upon pyrolysis, the main peak in the 15N NMR spectrum 
broadens and shifts to -245 ppm.  This change is consistent with the 
loss of some amide nitrogen and the appearance of pyrrolic nitrogen 
forms. The same qualitative appearance of the 15N NMR signal 
shown in Figure 1 is observed for unaltered and pyrolyzed Lox. Nym 
peat. The results of curve resolution of the XPS nitrogen (1s) 
spectrum are shown in Table 2. The spectra for all unaltered peats are 
dominated by a peak at 400.2 eV, consistent with the presence of 
amide and pyrrolic nitrogen. After pyrolysis, a new peak appears at 
398.6 eV, characteristic of pyridinic nitrogen, and its relative 
intensity increases with thermal stress. These results indicate that 
thermal stressing of peat to a stage of coalification roughly 
equivalent to a bituminous coal can transform some of the amide 
nitrogen into pyrrolic and pyridinic forms. 
 

Table 2 - XPS Nitrogen (1s) Curve Resolution Results  
 Mole Percent 
 (398.6 eV) 

Pyridinic 
(400.2 eV) 

Amide/ 
Pyrrolic 

(401.4 eV) 
Quaternary 

Lox. Nym. (Unaltered) 2 87 9 
Lox. Nym (Ro=0.7) 36 61 3 
Lox. Nym. (Ro=1.0) 43 53 2 
Oke. Tax. (Unaltered) 4 80 14 
Oke. Tax. (Ro=0.7) 37 58 5 
Oke. Tax (Ro=1.0) 40 56 4 
Coot Bay (Unaltered) 3 88 8 
Coot Bay (Ro=0.7) 40 54 5 
Coot Bay (Ro=1.0) 49 44 5 
N.C. 1st Col. (Unaltered) 6 86 7 
N.C. 1st Col. (Ro=0.7)  38 57 5 
N. C. 1st Col. (Ro=1.0) 41 54 5 
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Figure2. Sulfur XANES 3rd Derivative Spectrum 

 
      Figure 2 shows the third derivative sulfur XANES spectra for 
unaltered and pyrolyzed Coot Bay peat.  Indicated are the positions 
expected for sulfate, sulfite, and aromatic sulfur.  It is clear that the 
SO3 peak decreases upon pyrolysis and that there are significant 
changes in the appearance of the spectra below 2470 eV, a region 
where non-aromatic and non-oxidized sulfur forms appear.  Table 4 
shows the sulfur XANES analyses from unaltered and pyrolyzed 

peat. Disulfide, mercapto, aliphatic, aromatic, sulfite and sulfate 
sulfur forms must be included to obtain a good fit to the spectrum 
from the unaltered peat samples (Table 3).  Mercapto, disulfide, and 
sulfite are likely related to preserved biomass resistant to 
degradation. In contrast, only mercapto, aromatic and sulfate sulfur 
forms are needed to fit the spectrum of pyrolyzed peat. Disulfide and 
sulfite forms are thermally unstable and aromatic sulfur is the 
dominant sulfur form in peats thermally stressed to a state roughly 
equivalent to the bituminous stage of coalification. 
 

Table 3 - S-XANES 3rd Derivative Curve Fitting 
 Mole Percent 

 Cysteine 
mercapto 

Cystine 
disulfide 

 
Al  

 
Ar 

 

 
SO3

-2
 

SO4
-2

Lox. Nym. Unaltered 12 21 7 6 37 17 
Lox. Nym (Ro=0.7) 10 0 0 23 0 67 
Oke. Tax. Unaltered 16 24 0 10 47 3 
Oke. Tax. (Ro=0.7) 39 0 0 59 0 2 
Coot Bay  Unaltered 8 19 15 7 29 22 
Coot Bay (Ro=0.7) 16 0 0 27 0 57 
N.C. 1st  Unaltered 24 24 0 13 33 6 
N.C. 1st (Ro=0.7)  40 0 0 60 0 0 

 
Conclusions 
       15N NMR and XPS results together indicate that thermal stress 
roughly equivalent to the bituminous stage of coalification can 
transform amide nitrogen in peat into pyrrolic and pyridinic forms. 
Sulfur XANES results show that mild thermolysis causes the 
elimination of disulfides, aliphatic sulfur and sulfite. Aromatic sulfur 
is the dominant sulfur form after mild thermolysis. 
      Acknowledgements.``We wish to thank B. Liang for obtaining 
the 15N NMR data, and P. J. Kwiatek for obtaining the XPS data.  
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Introduction 
 Metal nanoparticles dispersed in polymeric matrices or in 
liquid suspension can self-assemble to form complex 
nanocomposites or superlattices, which are of great interest in the 
fabrication of novel electronic, magnetic, photonic and fuel cell 
devices.  Since the entire ordering process takes place far from 
equilibrium conditions, a controlled self-assembly of 
nanostructures in two dimensions has to be guided by a thorough 
understanding of ordering kinetics and nanoparticle dynamics in 
the composites.  This requires measurement of their lateral 
diffusion and transport in situ and in real time with subnanometer 
spatial resolution, which has been difficult because of the paucity 
of the particles (often consisting of a sub-monolayer) and of the 
random particle distribution before they become ordered.  The 
nanoparticle distribution has almost been exclusively studied by 
transmission electron microscopy (TEM), which often suffers from 
lack of time resolution and statistical information during a 
dynamic event. To overcome these difficulties, we have developed 
and used a novel method combining x-ray wave-guiding-based 
resonance-enhanced x-ray scattering (REXS) and grazing-
incidence small-angle x-ray scattering (GISAXS) to elucidate the 
real-time lateral distribution and diffusion of a gold nanoparticle 
monolayer embedded in an ultrathin film polymer matrix.1 The 
dynamics of superlattice formation during the evaporation of 
nanocrystal colloidal droplets was studied by in situ small-angle x-
ray scattering experiment with unprecedented spatial and temporal 
resolutions. We showed that the evaporation kinetics has an 
important effect on the dimensionality of the superlattices.2
 
Experimental Methods 

In thin films, REXS can be achieved either in a low electron 
density layer (LEDL, e.g., polymer) deposited onto an x-ray mirror 
with high electron density (Type I) or in a LEDL sandwiched 
between a thin cap layer with high electron density and an x-ray 
mirror (Type II). When the period of the x-ray standing waves, 
formed in the LEDL due to total external reflection upon the 
mirror, coincides with a submultiple of the thickness of the LEDL, 
a significant enhancement between 10 and 100 times of the electric 
field intensity can be observed and be used to increase the x-ray 
scattering intensity proportionally, so that weakly scattering 
structures can be probed in a time-resolved manner. The system of 
investigation is a submonolayer of Au nanoparticles synthesized 
by thermal evaporation and sandwiched between two layers of 
poly (tert-butyl acrylate) (PtBA) of equal thickness of ca. 350 Å, 
all deposited on a Ag mirror.  The morphology of as-deposited Au 
nanoparticles in the polymer matrix is revealed by TEM, where the 
diameter of the nanoparticles ranges from 2 to 4 nm and the 
average distance between the particles is ca. 6 nm.  The sample 
itself constitute a Type I x-ray waveguide where the morphology 
of the nanoparticle can be readily interrogated. 

For studying the self-assembly kinetics of gold nanoparticles 
in suspension, Monodispersed gold nanocrystals were synthesized 
according to the digestive ripening procedure. We used gold 
nanocrystals with an average diameter of 7.5 nm and 5.8 nm in two 
different experimental runs and with the particle number 
concentration adjusted to be approximately 1013 mL-1, just enough 
to form a monolayer. The volume concentration of thiol was 
0.63%.   

Both the GISAXS and SAXS experiments were conducted at 
the 1BM beamline of the Advanced Photon Source (APS). 
 

Results and Discussion 
The GISAXS data at the resonance condition, with 

experimental setup schematically shown in Fig. 1A, was collected 
as 2D images by an image plate detector. The sample cell, under 
internal He flow, was equipped with a resistive heater with 
temperature feedback accurate to within ± 0.5°C.  Fig. 1B shows a 
remarkable scattering pattern when the sample was at a 
temperature well below Tg at 30°C and the incident angle was set 
to the first resonance mode.  In the GISAXS patterns from 
particles confined within a disordered monolayer, the scattering 
intensity profile in the qy direction reveals lateral correlation of the 
particles, while that in the qz-direction yields information 
concerning the form factor in a direction normal to the surface.  
With the sample itself as the Type I waveguide, there are many 
distinct advantages.  Firstly, no coupling is needed to port the x-
ray beam from the waveguide.  Therefore, there won’t be any 
efficiency loss due to the coupling.  Secondly, with the REXS 
effect, not only does the GISAXS signal become greatly enhanced 
inside the film due to the enhanced E-field intensity at the 
nanoparticle locations, but also the scattered x-rays exit the film 
only in certain discrete modes at a set of distinct angles.  The 
values of these angles are equal to the incident angles at which 
REXS occurs in the thin film demonstrating beautiful optical 
reciprocity.  At these exit angles, the measured scattering intensity 
is enhanced once more by multiple interference (analogous to the 
incident x-ray enhancement) of the scattered photons between the 
two interfaces of the nanocomposite film.  To illustrate the second 
enhancement effect, a more rigorous simulation of the scattering 
pattern based on the distorted wave Born approximation (DWBA), 
shown in Fig. 1C, further demonstrates its excellent agreement 
with the measured data. 

 

 
 

Figure 1. REX-GISAXS measurements: (A) Schematic. The 
incident and scattered wave vectors are k1 and k2, θ is the grazing-
incidence angle of the x-ray beam, φ and 2θ are, respectively, the 
scattering angles in and out of the scattering plane, qy and qz are, 
respectively, the lateral and vertical components of the momentum 
transfer;  (B) and (C) Measured and simulated reciprocal space qy- 
qz color map of GISAXS pattern from an as-deposited PtBA 
sandwich sample. 
 

Upon annealing well above Tg at 75°C, the lateral motion of 
the nanoparticles diffusing through the polymer matrix became 
evident. If the diffusion of nanoparticles were random as in 
Brownian motion, no change would be observed in the GISAXS 
spectra with time.  The broadening of the intensity distribution 
along qy as a function of annealing time implies that the lateral 
diffusion of the Au nanoparticles in the PtBA matrix is dominated 
by other mechanism. The driving force for the motion of 
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nanoparticles must be attributed to the attractive van der Waals 
interaction between the Au nanoparticles leading to their 
coalescence. It can also be deduced that the diffusion length within 
the time scale of the present measurement is less than the average 
particle separation since the average size of the Au nanoparticles 
has not changed. Thus, this would manifest in GISAXS as the 
average particle separation remaining the same accompanied by an 
increase in the distribution in the particle separation (σd).  The 
resultant change in σd is a direct measure of the diffusion length of 
the nanoparticles.  The nanoparticle diffusion or the coalescence 
coefficient can be defined as  D= <σd

2>/∆t, where σd
2 is the mean 

square displacement of the nanoparticles over time ∆t.  Plots of the 
mean square displacement of the Au nanoparticles (in the lateral 
direction) vs. the annealing time (t) at the temperatures 65°C and 
75°C are shown in Figs. 2A and 2B, respectively.  For comparison, 
the mean square displacement of the Au nanoparticles in the out-
of-plane direction measured precisely in a separate experiment is 
also shown.  From a linear fit to the σd

2-t plot, the diffusion 
coefficient at 75°C is determined to be 4 x 10-17 cm2/sec in the 
lateral direction as opposed to 3 x 10-18 cm2/sec in the out-of-plane 
direction.3 The much faster lateral motion of the Au nanoparticles 
and their tendency to coalesce could be attributed to the following 
factors: (i) the correlation between the Au nanoparticles exists only 
in the lateral direction as in a monolayer form, (ii) confinement of 
the nanoparticles in polymeric films with thicknesses only several 
times larger the Rg and a finite shear modulus of the highly 
viscous polymer owing to the viscoelastic nature of the polymer 
thin films results in the Au nanoparticles being dragged by the 
polymer chains . 
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Figure 2. Mean-square-displacement of the Au nanoparticles in 
the lateral direction vs. the annealing time at temperatures 65°C 
(A) and 75°C (B).  For comparison, the MSD as a function of time 
in the vertical direction measured using the technique of x-ray 
standing waves is also shown. 
 

In the case of the dynamic assembling of the nanoparticle 
crystal superlattices, the process can be seen by positioning the 
incident beam at the bottom centre of the droplet to accommodate 
the changing meniscus of the droplet as it evaporates. Figure 3 
shows a typical time evolution of the SAXS patterns after the 
droplet is deposited on the substrate. The droplet was evaporated in 
air at room temperature (30oC) under normal air circulation 
condition. The initial thickness of the droplet is typically more 
than 2 mm. The most dramatic change in the scattering patterns 
occurs in the first 10 minutes, corresponding to the time for the 
majority of the toluene solvent to evaporate, after which the 
droplet collapses into a thin liquid film less than 100 µm in 
thickness.  No visible scattering pattern is observed in the first two 

minutes indicating that initially there are no ordered 
superstructures in the droplet (Figure 3A). After that, an 
elliptically shaped diffraction ring is observed (Figure 3B). The 
section of the scattering ring near qy=0 gradually becomes more 
diffuse in the qx-direction and eventually disappears, while the 
intensity of the scattering corresponding to the in-plane long-range 
order increases dramatically (Figures 3C-3D). The scattering 
pattern in Figure 3D remains unchanged for hours during which a 
thin liquid film with a high concentration of dodecanethiol remains 
on the substrate surface.   To illustrate the kinetics of the 
nanocrystal array growth, Figure 3E shows the experimental time 
evolution of the intensity of the (10) powder diffraction peak at 
qx=0, plotted in natural log format. The scattering intensity 
increase exponentially with time before becoming saturated after 8 
minutes (data not shown). 

 

 
 
Figure 3. In situ SAXS patterns (A-D) of 2D NCSs formation 
during the droplet evaporation measured with a narrow x-ray beam 
at various time instances.  Time in units of minutes is in reference 
to the deposition of colloid droplet onto the Si3N4 substrate. The 
exposure time for each frame on the image plate detector was 3 
seconds. In this experiment, the average diameter of the 
nanocrystals is 7.5 nm determined by TEM. The visible cross bar 
feature in each frame is the shadow image of the beam stop, which 
was used to reduce the strong incident and specularly reflected 
beams; (E) Time-evolution of the normalized scattering intensity 
of the monolayer powder diffraction peak for (10) powder 
diffraction peak. The intensity (plotted in natural log scale) 
increases exponentially (solid line is a linear fit to the data) as soon 
as the formation of the ordered monolayer occurs (> 4 min). After 
8 minutes, the intensity saturates indicating that self-assembly is 
completed in the area that is exposed to the x-ray beam. Data is not 
shown here due to the difficulty of determining the angle precisely 
for normalization. 
 
Conclusions 

It is the first time that in-plane nanoparticle motion has been 
elucidated in real time thanks to the resonance-enhancement in the 
sample-based wave-guide.  In order to form laterally ordered 
nanostructures, it is important to have larger in-plane mobility.  
Dispersing the nanoparticles in a confined geometry is the key 
aspect to lateral ordering of the nanoparticles if a template 
presents.  This study could thereby lead to a better understanding 
towards synthesizing controlled nanostructures for microelectronic 
applications .  We note that the diffusive properties of these 
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nanoparticles in ultrathin polymer films can differ considerably 
from those in bulk polymers due to both the confined geometry in 
films with a thickness of only a few radius of gyration (Rg) of the 
polymer and interfacial interactions.  Introducing small-sized 
nanoparticles or even no strongly scattering particles is essential so 
that properties of the polymer matices are least perturbed.  This 
nanoprobe of x-rays resulted from the resonance-enhancement can 
also be extended to study the dynamics of the nanoparticles over 
shorter time scales (milliseconds) during the initial diffusion 
through Brownian motion, by probing the time-correlated speckle 
patterns of coherent x-ray scattering from the nanoparticles in 
ultrathin films. This will also throw light on various fundamental 
problems, such as elucidating glass-transitions in polymer films. 

In the case of the kinetics of the 2D nanoparticle superlattices 
self-assembly, the present measurements suggest kinetics of 
evaporation can strongly affect the structure of nanocrystal 
superlattices. 2D NCSs can form at the liquid-air interface if the 
evaporation is faster enough so that nanocrystals become 
accumulated at the liquid-air interface, whereas under a slow 
evaporation condition, nanocrystals can diffuse away from the 
interface and 3D NCSs can form in the droplet once the overall 
concentration of nanocrystals exceeds the crystallization limit. 
However, determining the evaporation boundary between these 
two cases requires a more quantitative monitoring of evaporation 
rate. Nevertheless, our in situ SAXS experiments have revealed for 
the first time that kinetics plays a significant role in macroscopic 
pattern formation using nanocrystal building blocks. 
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Introduction 

Metallic nanoparticles have been intensively studied for their 
optical, electronic and catalytic properties (see for example 1-2). 
These studies have shown that, for example, the catalytic activity and 
selectivity of the nanoparticles strongly depend on particle size, 
composition and shape, as well as the substrate material.2 These 
extraordinary catalytic properties can be strongly altered, and the 
catalytic activity can be lost due to the sintering process taking place 
at elevated temperatures or upon exposure to mixtures of reactive 
gases.3 Therefore, size and shape measurements of the metallic 
nanoparticles in certain matrixes or on the substrates are 
indispensable in determining their physical properties. Grazing 
incidence small-angle x-ray scattering (GISAXS), which is an 
emerging technique for studying the shapes, sizes and spatial 
correlation of nanoparticles on the substrate,4 as well as in the 
substrate,5 can be used in combination with the anomalous technique.  

A problem with GISAXS is a lack of a quantitative background 
subtraction method. When nanoparticles are supported on or buried 
in the substrate, scatterings from the substrate structures, such as 
surface roughness and morphological structures, are unavoidably 
mixed with that from particles except when the concentration of the 
studied particles is much higher than that of others. Up to now, 
scattering from substrate roughness, which is the one of the common 
sources of background, has been estimated and subtracted from the 
total signal by an approximation based on well-known power law 
behaviors.6 However, as the particle size becomes as small as several 
Å, a range comparable to that of the surface roughness, it is difficult 
to separate the background from the signal.  

In this paper, we will show a way to differentiate the scattering 
of the particles from the other types of scattering, such as substrate 
roughness, using anomalous GISAXS (AGISAXS). We report the 
first AGISAXS results on Pt nanoparticles produced by the 
deposition of clusters on a SiO2/Si(111) substrate. 
 
Experimental 

Pt samples. A beam of platinum clusters was produced in a 
cluster source with 1 cm channel length by vaporizing the metal from 
a platinum rod with a frequency-doubled YAG laser operating at a 
repetition rate of 50 Hz and using helium as a carrier gas. A substrate 
holder, capable of holding up to six substrates, was mounted on a 
translation stage and positioned at a distance of 5 cm from the nozzle 
of the source. Using a mask placed in front of the substrate, a 5.2-
mm-diameter area of the substrate was exposed to the cluster beam. 
In this arrangement, the full distribution of clusters produced in the 
source was used for deposition. The substrate was a naturally 
oxidized silicon wafer (SiO2/Si(111)). The degree of coverage of the 
substrate surface with clusters was controlled by varying the number 
of shots of the 50 Hz vaporization laser applied on the metal target 
rod (see Table 1). Samples with surface coverage up to 1.7×1016 Pt 
atoms/cm2 were prepared in order to study the effect of the level 
surface coverage on the size of the nanoparticles formed on the 
SiO2/Si(111) substrate. 

AGISAXS measurement. The AGISAXS experiments were 
performed at the beamline 12ID-C at the Advanced Photon Source 
(APS) at Argonne National Laboratory using monochromatic x-ray 
energies near the L3-absorption edge of Pt (E=11.564 keV). Before 
the scattering measurement, energies were calibrated by using the 
absorption edge of a standard Pt foil. Three detectors were used: an 
ion chamber for the measurement of incoming beam flux, a pin diode 
for the transmitted or reflected primary beam, and a 2D MarCCD(2k 
x 2k pixel) for AGISAXS images. The incident angle was kept at 
0.14°, close to the critical angle of the SiO2/Si(111) substrate for total 
reflection. A beam stop masked the intense specularly reflected beam 
and the diffuse scattering along the plane of specular x-ray beam. 
The data were corrected for dark current, nonuniform intensity, and 
pixel distortion. The camera length was calibrated using a standard 
(silver behenate) with known lattice spacing.  
 
Results and Discussion 

 
Figure 1. The geometry of GISAXS (a) and GISAXS images in log 
scales of SiO2/Si(111) substrate (b), sample 3 (c) and sample 4 (d). 

Figure 1(a) shows the geometry of GISAXS. The incident and 
exit x-ray beam is characterized by the wave vector ki and kf defined 
by the in-plane and out-of-plane angles, 2θf , αi and αf  respectively. 
Figure 1(b)-(d) shows the scattering from a bare Si wafer, sample 3 
and 4, respectively. The in-plane intensity in Fig.1(b) is comparable 
to the particle scattering when the particle size and concentration are 
small, as shown in Fig.1(c) and (d). This scattering from the surface 
roughness originates from the contrast between Si/SiO2 and the 
vacuum. Thus it is strongest at the critical angle of Si of about 0.14° 
and is elongated along the out-of-plane direction. The surface 
roughness could be modeled as randomly positioned polydisperse 
corn-shaped particles. This model generates a similar pattern, as 
shown in Fig. 1(b). 

We measured nine AGISAXS patterns for all samples near the 
L3-absorption edge of Pt and 200 eV above the edge, which makes it 
possible to vary the contrast for scattering of that particular element. 
At the energy of the Pt L3-edge, SAXS intensity of Pt clusters is 
minimized but is maximized below and above the edge. Fluorescence 
increases abruptly just above the edge. Figure 2 shows 1D profiles 
measured at two different energies of 11.342 and 11.564 keV, which 
will be designated as EL and EH, respectively. Even though it is 
difficult to see in the images in Fig. 1, the surface roughness 
scattering, which is energy independent, is easily determined in the 
horizontal cut at an exit angle of  αf = 0.14° and shows a power-law 
slope of 2. 
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Figure 2. Fluorescence-subtracted horizontal cuts (a) and (b) at αf 
=0.14°, and vertical cuts(c) and (d) at 2θf  =1° of sample 3(a), (c) and 
sample 4(b), (d). Symbol data in (a) is the particle-scattering 
subtracted horizontal cut. Inset in (d) is the vertical cut at 2θf 
=0.217°. 
 

For sample 1, the particle scattering occurred as a broad vertical 
rod, which corresponds to the interparticle distance in the plane. Its 
maximum is at about 2θf =1.7° and shows a small energy dependence 
in the horizontal cut. For sample 2, the particle scattering is broader 
and overlaps with the scattering from the surface roughness and is 
more pronounced than that of sample 1 for the higher concentrations 
of particles. This anomalous effect is not clear in the vertical cuts at 
2θf = 1° shown in Fig. 2(c) and (d). The two patterns measured at 
different x-ray energies are the same in shape and only differ in 
intensity, whereas the vertical cuts at 2θf = 0.217° plotted in inset of 
Fig. 2(d) show a clear energy independence near the critical angle of 
αf =0.14°. As the scattering pattern from the bare substrate in Fig. 
1(b) shows, the roughness scattering is dominant in the small-angle 
region. As expected, sample 2, which has 2.5 times the number of 
shots as sample 1, shows a larger difference. The surface roughness 
scattering was negligible for sample 6, which has the largest number 
of Pt atoms in this experiment (the exact numbers are found in Table 
1) and shows the critical angle shift to αf =0.29°, which is about 75% 
of the critical angle of pure Pt (the calculated critical angle of the Pt 
foil is 0.4°). The scattering from Pt particles is extracted by the 
subtraction of both backgrounds, which are the surface roughness 
scattering and the fluorescence measured at energies at EL and EH, as 
explained above, and are fitted by the polydisperse cylinder model 
with an assumption of coupling height with radius and distorted wave 
Born approximation for the reflection and refraction effect of a x-ray 
beam.4-6  

Table 1 shows the summary of the fitting and Guinier analysis 
results. The calculated radii of gyration are close to those obtained 
from Guinier analysis. As the number of shots is increased, the size 
of the particles increases. Interparticle distances (D) become longer 
rather than shorter even though the populations of particles are 
increased, which also indicates that the islands formed by the cluster 
aggregation become larger. Interestingly height/radius(H/R) ratios 
increased, which means the small plate-like shapes of Pt clusters at a 
low number of shots become larger and become isotropic. Pt particles 
grown on different substrates are found in the literature.7,8 Though 
their sizes are bigger than a couple of nanometers, they clearly show 

the substrate effect on island growth. On the substrate of γ -
Al2O3(111)/NiAl(111), which strongly interacts with a Pt cluster, 
islands grow epitaxially and their H/R ratio does not change.7 On the 
other substrate of amorphous SiO2, of which the surface energy is 
about 1.5 J/m2 and is roughly 50% of that of Pt, they grow 
randomly.8 Our results interestingly tell that Pt islands are plate-like 
f their sizi

o
es are smaller than 1-2 nm even though they are randomly 
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Table 1. GISAXS results from best fits and Guinier analysis for 
Pt clusters deposited on a SiO2/Si(111) substrate with different 
levels of initial surface coverage. The parameter r0 is the radius 

and its deviation σ from the cylinder model. The calculated radii 
of gyration from the fitted distribution is Rg,c and that from the 

 analysis is Rg,G. The interparticle distance obtai
maximum position of the s  D

Surface coverage

S.

atom 2 r (Å) σ R (Å) R (Å) H/R 
D(Å) 

 

# of 
shots

Pt 
s/cm 0 g,c g,G

2Rg,G 
(Å) 

1 100 1.4×1014 6.4 0.33 8.2 7.8 1.16 11.7 29.1±1
2 250 3.4 ×1015 8.9 0.35 12.1 10.5 1.16 12.5 31±3 

 0.  1 1  
1016 - - - 28.4 - > 54 - 

3 500 6.8×1015 6.7 59 8.2 17.3 .4 27.2 - 

Conclusions 
In summary, we have shown that AGISAXS is a powerful 

method to understand GISAXS patterns containing mixed scattering 
from surface roughness and from supported particles. Particle 
scattering is separated quite well from surface-roughness scattering, 
as well as particle fluorescence. The AGISAXS technique allowed 
measurement of the particle size of less than 1 nm without any 
assumptions or sample distortion. This method can be applied and 
extended to the study of multicomponent systems or multilayered 
systems with embedded particles. 
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Introduction 

The physical and chemical properties of metallic nanoparticles 
have been intensively studied in the past two decades.  These studies 
have shown that, for example, the reactivity of nanoparticles 
consisting of only a handful of atoms strongly depends on the 
particle size, composition as well as on the material of the support.  
The Achilles heal of these systems, including particles with up to a 
few nanometer diameter is their increased mobility at elevated 
temperatures or when exposed to mixtures of reactive gases. The 
mobility of the particles may cause their aggregation leading to the 
alteration or complete loss of their size-specific properties1-3.   

In the presented paper, the issue of thermal stability and kinetics 
of aggregation of supported platinum and gold nanoparticles 
produced by cluster deposition on oxide surfaces is addressed as a 
function of the level of surface coverage, temperature of the post-
deposition heat treatment and time of heat treatment by employing 
synchrotron X-ray radiation.  As support materials, naturally 
oxidized surface of silicon wafer (SiO2/Si(111)) and 1 monolayer of 
alumina film grown by atomic layer deposition technique4 (Al2O3 
/SiO2/Si(111)) were used for platinum and gold clusters, respectively.  
 
Experimental 

Production and deposition of Pt clusters.  The experimental 
setup and the design of the cluster source has been described in 
details elsewhere5,6 and only details concerning the cluster deposition 
are given here.  An oxidized surface of a silicon wafer (SiO2/Si(111)) 
was used as the substrate for cluster deposition. The beam of 
platinum clusters was produced in a cluster source with 1 cm channel 
length by vaporizing the metal from a platinum rod with a frequency 
doubled YAG laser operating at a repetition rate of 50 Hz, and 
helium was used as a carrier gas.  A substrate holder, capable of 
holding up to six substrates was mounted on a translation stage and 
positioned at a distance of 5 cm from the nozzle of the source.  Using 
a mask placed in front of the substrate, a 5.2 mm diameter area of the 
substrate was exposed to the cluster beam. In this arrangement, the 
full distribution of clusters produced in the source was used for 
deposition.  Samples with surface coverages ranging from 1.4×1014 
to 1.4×1016 Pt atoms/cm2 were produced. 

Deposition of narrow size distributions of Au clusters.  The 
continuous beam of gold clusters was generated in a high-throughput 
laser vaporization cluster source utilizing a Nd YAG laser operating 
at 4.5 kHz.  The charged clusters were deflected into an ion-optics 
setup with an incorporated mass spectrometer.  This setup allows the 
mass analysis of the cluster ions present in the beam as well as the 
pre-selection of narrow cluster distributions or clusters of one single 
size for deposition in the mass range up to 2000 amu (Aun

+, 
n=1,2,…10).  In the experiments involving narrow gold cluster 
distributions, two to five dominant cluster sizes can be mass pre-

selected. As support, one atomic monolayer of Al2O3 on SiO2/Si(111) 
prepared by atomic layer deposition was used. 

GISAXS measurement.  The GISAXS experiments were 
performed in a vacuum chamber equipped with a sample holder 
mounted on a goniometer. The sample holder is made of a brass rod 
with a milled flat surface on its end and with built-in heaters, 
allowing heating of the sample up to 500 °C. The samples were 
heated gradually in 20 oC increments with a 10 minute wait time 
between steps. During heat treatment, scattering data can be collected 
as a function of temperature.  The kinetics of aggregation can be 
monitored in real time by heating up the sample to a desired 
temperature and monitoring the time evolution of the X-ray data. X-
rays produced in an undulator (12.0 keV) pass through a double-
crystal monochromator (∆E/E ~ 10-4) and a focusing mirror.  The 
beam was scattered off the surface of the sample at and near the 
critical angle of the silicon substrate.  The scattered X-rays are 
detected by a nine-element mosaic CCD detector (150 x 150 mm) 
with a maximum resolution of 3000 x 3000 pixels.7  The data are 
analyzed by taking cuts in the qxy direction for horizontal information 
and in the qz direction for vertical information (see Figure 1).  From 
these data the radius of gyration (Rg) was calculated using a Guinier 
analysis.   Silver behenate is used to calibrate both horizontal and 
vertical q values for the given camera length. 
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Figure 1.  Schematic of GISAXS experiment.  Incident X-ray beam 
(ki) angle and scattered beam (kf) are αi and αf respectively.  
Scattering vectors q are calculated from (4π/λ)sinθf where θf is the 
scattering half angle and λ is the wavelength of the X-rays.  

Results and Discussion 
Thermal stability of supported Pt nanoparticles.  The thermal 

stability region was determined on a sample of Pt  nanoparticles with 
surface coverage 6.8 x 1014 (±10%) Pt atoms per  cm2, which 
corresponds to 34% of one atomic monolayer. Such level of surface 
coverage can lead to the agglomeration of the clusters upon landing 
with particles already formed on the support. In addition, the 
exposure of the sample to air during transport to the beam-line may 
cause additional aggregation as well.  However, it has been shown 
that Pt clusters deposited onto a γ-Al2O3(111)/NiAl(110) substrate 
under high vacuum were not altered when transferred in air for TEM 
analysis.8,9  Pt clusters prepared from dendrimers and deposited onto 
silica were found to show only limited sintering at 425 oC under 
oxidation.10  Guinier analysis of the vertical slice of the X-ray 
scattering data collected at room temperature gives an Rg = 11.1 Å, 
while the horizontal slice yields Rg = 11.6 Å.11  Within the 
experimental deviation, the particles are roughly spherical with a 
diameter of d = 29.7 Å (d = 2 x 1.29 x Rg).  This size corresponds to 
a cluster containing approximately 900 Pt atoms.  During heat 
treatment, the cluster size did not change until the temperature 
reached 320 oC, when the clusters began to grow parallel to the 
surface of the substrate in as is shown in Figure 2.  There was no 
growth observed in the vertical direction. Thus, the agglomeration 
leads to the formation of oblate spheroids with the minor axis being 
equal to the original spheroids.  The stability of the Pt particles may 
be due in part to the fact that they are dilute on the surface at the 
given surface coverage and in part due to strong interactions with the 
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support. The change of the particle size and shape as a function of 
coverage is summarized in Table 1 and shows an increase in mean  
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Figure 2. Change in radius of gyration calculated from horizontal 
slices as a function of temperature.  

 
particle size with coverage. More cylindrical particles were observed 
at lower levels of coverage (samples 1 and 2), while more spherical 
particles were formed at higher levels of coverage (samples 3 and 4).  
 

Table 1. Results from Guinier analysis for Pt nanoparticles 
formed by cluster deposition on SiO2/Si(111) as a function  of 
surface coverage. Rg,Gll and  Rg,G┴ denotes the radii of gyration 
from the Guinier analysis of the horizontal and vertical cuts, 
respectively.  h and d are the average height and width of the 
particles calculated as 2 x 1.29 x Rg, h/d stands for the aspect 

ratio,  D for the average interparticle separation. 
 

Samp 
le  

Coverage 
 

Rg,Gll  Rg,G┴
h d h/d

 
D 

# 
 

(atoms/cm2) (Å) (Å) (Å) (Å) (Å) (Å) 

1 1.4×1014 7.8 5.8 15.0 20.1 0.8 29.1 
2 3.4×1015 10.5 6.3 16.2 27.1 0.6 31.3 
3 6.8×1015 17.3 13.6 35.0 44.6 0.8 - 
4 1.4×1016 28.4 >27 >70 - - - 

 
Kinetics of Pt nanoparticle aggregation. Samples 1-4 were 

rapidly heated up to 400 °C and GISAXS images were recorded for 
up to 8 hours. The evolution of the average radii of gyration Rg is 
plotted in Figure 3. The results indicates a two-step agglomeration 
process with the first step completed within ~30 minutes. 
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Figure 3. Change in radii of gyration of Pt nanoparticles supported 
on SiO2/Si(111)  at 400 °C as a function of time. The level of surface 
coverage is indicated in the plots as well. 

 
Thermal stability of supported Au nanoparticles. A narrow 

gold cluster distribution with two dominant cluster sizes,  Au3 and 
Au4 was deposited on 1 ML Al2O3/SiO2/Si(111) support at a surface 
coverage equivalent of 15% of atomic monolayer.  The flux of 
clusters landing on the substrate was monitored on-line during the 
deposition process using a picoampermeter.  The analysis of the 
GISAXS data recorded at room temperature showed that about 45% 
of the overall number of supported particles retained the initial size 
of the deposited clusters (Rg=1.8Å), the remaining fraction of 
particles had a radius of gyration  Rg=12.6Å.  

Figure 4 shows the change of the average radii of gyration of the 
supported gold particles as a function of temperature. The results 

indicate particles with initial spherical average shape, those retain 
their size and form up to about 180 °C, when a likely multi-step 
aggregation yielding oblate particles takes place. 
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Figure 3. Change in the radii of gyration of Au nanoparticles 
supported on 1ML Al2O3/SiO2/Si(111) as a function of temperature.  
 
Conclusions. An unexpectedly high thermal stability of Pt 
nanoparticles preserving their original size up to about 320 °C was 
observed.  Cylindrical particle shapes were observed at lower levels 
of surface coverage and more spherical forms at higher levels of 
coverage. The kinetics data indicate a two-step agglomeration 
process with final particle size determined by the level of surface 
coverage. In the case of the supported Au nanoparticles, the onset of  
aggregation takes place at approximately 180 °C and the particle 
shape evolves from spherical to oblate. These experiments 
demonstrate the powerful combination of cluster deposition, atomic 
layer deposition and synchrotron techniques, which can aid in 
characterization and design of new nanoparticle-support 
combinations with potential use, for example, in catalysis.  Extended, 
element specific information on multi-component systems can be 
gained by using anomalous GISAXS12. 
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Abstract 

In recent years a new class of materials has been developed 
by dispersing layered silicates with polymers at the nanoscale level. 
We have prepared a series of nanocomposites containing PEO 
intercalated in the layers of hectorite clays.  These clays are 
composed of two tetrahedral silicate layers sandwiching a central 
octahedral layer in a so-called 2:1 arrangement.  Isomorphous 
substitutions in the lattice of Li(I) for Mg (II) in the octahedral layers 
cause an overall negative charge that is compensated by the presence 
of interlayer, or gallery, cations. Interlayer water is also present and 
the cations are easily exchangeable. Catalytic nanocomposite 
membranes have also been prepared by ion exchanging Pt2+ for Li+ in 
synthetic hectorite clay and dispersing this inorganic component 
within a polymeric matrix. Transparent, self-supporting membranes 
from the polymer-clay nano¬composite are then made. These 
membranes have been characterized by TEM and in situ techniques 
such as SAXS and GISAXS. 
 
Introduction 

In recent years, a new class of materials has been 
developed by dispersing layered silicates with polymers at the 
nanoscale level.  These new materials have attracted wide interest 
because they often exhibit chemical and physical characteristics that 
are very different from the starting materials [1, 2].  In some cases, 
the silicates and polymers exist as alternating layers of inorganic and 
organic [3]. Nanocomposite materials of PEO and phyllosilicates 
were first suggested by Ruiz-Hitzky and Aranda [4] as candidates for 
polymer electrolytes. Within these materials, the polymer chains are 
intercalated between the silicate layers.  The polymer chains then 
provide a mobile matrix in which cations are able to move.  A 
considerable amount of interest has been shown in nanocomposites 
of PEO and montmorillonite, a layered aluminosilicate clay.  When 
this composite contains LiBF4, it displays conductivities up to 2 
orders of magnitude larger than that of PEO itself at ambient 
temperatures.  However, the addition of lithium salts, which is 
needed to obtain such conductivity values, is not desirable for two 
reasons; the first relates to a more complicated synthetic route and 
the second is that transference numbers are not unity since in this 
case both cations and anions move.   

 We have prepared a series of nanocomposites containing 
PEO intercalated in the layers of  hectorite clays. Catalytic 
nanocomposite membranes have also been prepared by dispersing the 
clay in water with a platinum salt and water-soluble polymer. 
Transparent, self-supporting membranes from the polymer-clay 
nanocomposite are then made. The resulting films are then reduced 
under H2 at 150oC for 2-4 hr, turning black upon reduction.  The final 
film contains Pt(0) at 2.4 wt% loading levels.  XRD shows 
development of Pt(0) by the appearance of crystalline peaks upon 
reduction.  A lineshape analysis using the Scherrer equation of the 
(220) peak shows Pt(0) particles from 3.8 nm to 7.5 nm depending 
upon processing conditions. These values are confirmed by TEM, 

and a high dispersion of the metal throughout the matrix is evident.  
XRD and TGA confirm that PEO is stable to the processing 
conditions. 
 This paper will describe the results from in situ small angle 
x-ray scattering (SAXS) studies that were employed to follow (a) the 
stability of polymer-clay nanocomposite films with temperature, (b) 
platinum metal reduction as the films were heated, and (c) grazing 
incidence SAXS (GISAXS) studies of the films were attempted for 
the first time. 
 
Experimental 

Preparation of the SLH clay via hydrothermal 
crystallization at 100°C of silica sol, magnesium hydroxide, and 
lithium fluoride can be found in detail in reference 1. Loading of 
Pt(II) salt was accomplished via a wet impregnation method by 
adding 0.5 gm clay to a 2.5 mM aqueous cis-Pt(NH3)2Cl2 solution 
and stirring for 24 hr. This yields a material that has 4.65 wt% Pt. 
The impregnation method was followed rather than an ion-exchange 
method in order to ensure that all of the metal used was associated 
with the clay.  The desired amount of PEO (100 000 average 
molecular weight, from Aldrich) was then added to either the pure 
clay or the Pt-salt-clay, and the mixture stirred for 24 hours. Mixtures 
contained 0.6, 0.8, 1.0, and 1.2 g of PEO/g of clay. Films were 
prepared by puddle-casting the slurries onto Teflon-coated glass 
plates and air-drying.  Further drying was carried out at 120 °C under 
an inert atmosphere for at least 48 hours. The typical thickness of the 
films is about 40 µm.The reduction of Pt2+ to Pt(0) nanoclusters in 
the catalytic membranes is accomplished by thermal reduction under 
H2 at temperatures higher than 120°C.  

XRD patterns were recorded on a Rigaku Miniflex+ with Cu Kα 
radiation, a 0.05 o2θ step size, and 0.5 o2θ scan rate; the films were 
held in a horizontally-mounted sample stage.  Lateral crystallite size 
of the Pt(0) nanoclusters was estimated from the line broadening of 
the (220) reflection using the Scherrer equation;  L = .91λ/Bcosθmax 
where L = crystallite size in Å, λ = CuKα = 1.5405 Å, B = sqrt(Bobs

2 
– b2); Bobs = FWHM (220) reflection in radians observed, b = FWHM 
instrumental correction (in this case Si(220) reflection).  

TEM images were acquired using a FEI TECNAI F30ST 
operating at 300 kV with a CCD camera.  One drop of Pt(0)-PCN 
slurry in MeOH (sonicated for 1 hr) was placed onto 3 mm holey 
carbon Cu grids; excess solution was removed and the grid dried at 
100°C for 10 min. TGA was performed using an EXSTAR6000 
Seiko Haake instrument at a heating rate of either 10oC/min (for pure 
clay) or 0.5oC/min (clay systems containing polymer) under 100 
ml/min O2 gas flow using 2-3 mg sample.   

In situ SAXS and GISAXS were carried out at the Sector 12 of 
the Advanced Photon Source at Argonne National Laboratory. For 
the SAXS measurements, monochromatic x-rays (18 keV) were 
scattered and collected on a 15 x 15 cm2 CCD camera. The scattering 
intensity is corrected for adsorption and instrument background. The 
differential scattering cross section is expressed as a function of 
scattering vector q. The value of q is proportional to the inverse of 
the length scale (Å-1). The instrument was operated with a sample to 
operator detector distances of 228 cm and 390 mm to obtain data at 
0.01 < q < 0.3 Å-1 and at 0.08 < q < 2.3 Å-1, respectively. For these 
studies, a specially designed sample holder was used to heat the 
sample and collect SAXS data at the same time. Films of about 1.25 
cm in diameter and 40 µm in thickness were placed in the sample 
holder and held using Kapton tape. The furnace temperature program 
was set to ramp from room temperature to 200°C at 5°C/min, and the 
gas flow of H2 and He was started at room temperature. For the 
GISAXS experiments, the membranes were deposited on a silica 
substrate and an incident angle of 0.15°. 
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Results 
Figure 1 shows SAXS data obtained from a film made of 

PEO/SLH 1.2:1 mass ratio. The data was collected at different room 
temperatures, as shown in the inset. It is clear that the structure of the 
polymer has changed as indicated by the near complete 
disappearance of the PEO crystalline peaks.  It is therefore assumed 
that the polymer chains have relaxed inside the clay layers. Other 
evidence of such relaxation is the decrease in d001 spacing, which 
indicates a more dense polymer phase. Under these circumstances, 
the polymer matrix is more mobile and the lithium ions associated 
with the polymer can have higher transference number, leading to a 
higher conductivity. 
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Figure 1.  In situ SAXS of a SLH:PEO 1.2:1 ratio film. 
 
Figure 2 shows a high resolution TEM image of a membrane 

made of PEO:clay in a 1:1 weight ratio. Small 15 nm disks due to 
silica spheres are visible throughout the background.  Croce et al [5] 
demonstrated that by dispersing selected low-particle size ceramic 
powders (γLiAlO or TiO2) in PEO-LiX polymer electrolytes 
nanocomposites, enhanced interfacial stability as well as improved 
conductivity at ambient temperature was achieved. Commercially 
available laponite such as that used by Doeff [6] does not contain 
silica particles. As discussed by Mermut and Cano [7], other clay 
materials such as those recently used by Giannelis et al [8], contain 
negligible amounts of silica impurities.  

Figure 3 shows the Arrhenius conductivity plot in the 
temperature range from room temperature to 150 °C for the sample 
prepared with a PEO:SLH  0.6:1 mass ratio and different silica 
precursors as indicated in the graph inset. The conductivity of the 
polymer nanocomposites increases as the sample is heated from room 
temperature (26.0 ̊C ) to 150 ̊C. As discussed by Sandí et al [3] the 
slope change or break that occurs in many polymeric materials is 
absent in our system. 

Figure 4 shows XRD patterns for a Pt-salt-PEO-SLH film both 
before and after reduction to Pt(0) in H2.  The clay d(001) basal 
spacing at 2.0 nm (4.4 °2θ) indicates incorporation of a bilayer of 
PEO chains (the clay layer itself is 0.96 nm and each PEO chain is 
approximately 0.45 nm). The basal spacing value does not change 
position upon reduction, showing the stability of the PEO chains in 
the gallery region. Several higher orders of reflection (002, 004, 006)  
occur due to the layered, film arrangement and subsequent high 
degree of orientation of the hectorite sheets.  Three new peaks due to 
Pt(0) metal appear upon reduction at 40.1, 46.4, and 67.6 °2θ The 
crystallite size of the Pt(0) nanoclusters is estimated from the line 
broadening of the latter (220) reflection, using the Scherrer equation 
as described in the experimental section11, at 3.8 nm diameter for 
this particular sample. Peaks due to PEO are also observed as 
indicated in Fig. 4, which do not shift or decrease upon reduction.  

 
Figure 2. High resolution TEM of a 1:1 PEO:SLH mass ratio 

nanocomposite membrane. The arrows point to a silica sphere and to 
well-defined clay layers. 
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Figure 3. Arrhenius conductivity plots as a function of 

temperature of nanocomposite membranes with nominal composition 
PEO:SLH 1.2:1 mass ratio, derived from different silica sources as 
indicated in the graph inset. AS-30, AM-30, and HS-30= 15 nm silica 
sphere size; TM-40= 24 nm. 

 
TEM images of a Pt(0)-PEO-SLH are shown in Figure 5. The 

difference in contrast between the clay (as well as silica) and Pt(0) 
particles is clearly evident, making it easy to distinguish the metal. 
TEM also clearly shows the highly dispersed nature of the metal 
nanoparticles throughout the matrix, as well as the fact that some 
polydispersity in particle size is evident. While the majority of Pt(0) 
particles are spherical, a minority appears as more oblong in shape. 
The inset of Fig. 5 shows a HR-TEM image of a single 5 nm 
nanoparticle with the crystal lattice plane fringes apparent.  

The Pt(II) reduction process was monitored in situ via small 
angle x-ray scattering (SAXS) under either H2 (reducing) or He 
(inert) flow at different temperatures. The SAXS curves were 
modeled using the general unified fit (GUF), which is a general 
equation developed to describe scattering functions that contain 
multiple length-scales where scattering from individual particles as 
well as from their aggregates are present. 
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Figure 4. XRD of (a) Pt(II) salt-PEO-PCN film before reduction and 
(b) Pt(0)-PEO-PCN film after reduction.  Reflections in (a) are for 
hectorite clay and PEO as indicated; reflections in (b) are for Pt(0) as 
indicated, as well as for clay and PEO. 

 
Figure 5. TEM images of Pt(0)-PEO-SLH. The white-tipped arrow 
indicates several stacked 1-nm clay layers. 
 

Heating under H2 at moderate temperatures (>100°C) produces 
significant changes in the SAXS results, especially in the higher-Q 
regime (see Fig. 6). The GUF fits still extend over the entire range of 
the data. However, at >100°C, the qualitative change in the data is 
accommodated in the GUF equation by two, instead of one, structural 
levels with two G, B, P, and Rg values. This additional length-scale 
is included in Table 1. It is presumed to arise from the reduction of 
Pt(II) to Pt(0) nanoclusters and the resultant scattering from these 
new particles. Diameters of the particles are calculated by 
multiplying the Rg by a constant of 2.6 (Rg = R/1.29 for spherical 
particles) and yield 4.8 nm at 120°C. Further heating to 200°C does 
not form significantly larger nanoclusters (the size increases by just 
6% to 5.1 nm).  

Figure 7 shows the Rg of the Pt particles formed upon the  
reduction of the polymeric catalytic membranes calculated by using 
GISAXS. The Pt particles start to form above 100°C and the radius 
reaches a plateu at about 175°C. The Rg is about 12 Å, which 

correspond to a 3.1 nm diameter Pt particle (Rg = R/1.29 for 
spherical particles). These values are consistent with those calculated 
by XRD or TEM techniques. There is some variability on the 
diameter of the Pt particles calculated by SAXS or GISAXS, but they 
are within experimental error. Also, dilute H2 was used for the 
GISAXS experiments and that lead to a smaller particle being 
formed. That might be an advantage for practical applications, where 
it is desirable to keep the particles separated for a more effective 
catalytic activity.  
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Figure 6.  Log-log SAXS plot of a Pt-PEO-SLH film heated under 
H2 flow with fits to the GUF equation.  Curves > 100°C have been 
offset for clarity. 
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Figure 7. In situ GISAXS data of the Pt particle formation in 
catalytic membranes.    
 
Conclusions 

Transparent films made with synthetic lithium hectorite and 
intercalated PEO are obtained with excellent mechanical strength and 
with conductivity that is comparable to more traditional polymer 
electrolytes made with added lithium salts. Conductivity values, 
activation energies, and lithium transference numbers indicate that 
these membranes are single ion conductors with transference 
numbers close to unity. Polymer-clay nanocomposite films were also 
made containing Pt(0) metal nanoclusters by suspending a synthetic 
clay in an aqueous solution of Pt(II) salt and polyethylene oxide 
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(PEO), evaporating this solution to make 40-micron thick films, and 
reducing them under H2 at 150oC for 2-4 hr.  The final film contains 
Pt(0) at 2.4 wt% loading levels. XRD shows development of Pt(0) by 
the appearance of crystalline peaks upon reduction.  In situ SAXS 
and GISAXS revealed the Pt particle diameter at about 3-5 nm, 
values consistent with XRD and TEM measurements. The efficacy of 
these metal nanoparticle polymer-clay nanocomposite films for use 
as membranes in gas separations and catalysis is currently under 
investigation. In addition, variables controlling the Pt(0) nanoparticle 
size and dispersion are being optimized. 
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Introduction 

Diesel soot is believed to be a major constituent of airborne 
particulate matter and held partially responsible for global climate 
change and adverse health effects in humans. Here we give an 
overview of our efforts to characterize soot with synchrotron 
radiation techniques. Structural analysis on soot is usually performed 
with electron microscopy, but we are able to resolve all structural 
characteristics with X-ray scattering. Wide angle X-ray scattering 
(WAXS) confirms that soot is a quasi-graphitic material, and allows 
to determine sizes of graphitic domains or aliphatic side chains. 
Small-angle X-ray scattering (SAXS) permits to measure primary 
particle size, sizes of substructures, aggregate and agglomerate sizes, 
and fractal dimensions. Near-edge X-ray absorption fine structure 
(NEXAFS) spectroscopy reveals that major part of the soot is of a 
graphitic nature, but, unlike EELS, also permits the molecular 
speciation of surface functional groups and volatiles in soot. With the 
highly intense beam of a STXM microscope we were able to induce 
photochemical reactions on soot extracts and could in-situ simulate 
and monitor the atmospheric discharge of soot constituents. 

 
 
Experimental 

Diesel soot was obtained from several independent sources, 
such as NIST standards 1650 and 2975, and exhaust from a Ford 
diesel engine car. Soot was also produced at the diesel test engine 
facility at the University of Utah, from three diesel fuels in a 2-stroke 
diesel test engine, operated under idle or under load conditions. 
Extraction of volatiles was carried out with sub-critical water. For the 
Ultra-small angle X-ray scattering experiments, the soot was evenly 
distributed on scotch tape, at a thickness of approximately 200 
micron. Additionally, soot pellets of 0.5 mm thickness and 6 mm 
diameter were pressed at various pressures. To simulate soot under 
no pressure, soot powder was immersed in acetone. SAXS was 
carried out at synchrotron beamline 12-ID of BESSRC-CAT, and 
USAXS was carried out at beamline 33-ID at UNICAT, both at 
Advanced Photon Source (APS), Argonne National Laboratory. The 
USAXS scattering curves were desmeared and background corrected. 
All USAXS data were fully corrected for all instrumental effects. 
Wide-angle X-ray scattering on soot powder before and after 
extraction of volatiles was carried out at beamline 18 A, National 
Synchrotron Light Source (NSLS), Brookhaven National Laboratory. 
The X-ray energy was 10,000 eV for USAXS and WAXS. NEXAFS 
experiments on soot powder, pellets, and dried extracts on goldfoil 
were performed at beamline 9.3.2 at the Advanced Light Source 
(ALS) in Berkeley National Laboratory, but also with the scanning 
transmission X-ray microscope at beamline X1-A at NSLS. 

 

 
Results and Discussion 
 Ultra-small angle X-ray scattering (USAXS).  A typical 
USAXS scattering curve of diesel soot is shown in Figure 1 (upper 
curve). We are able to identify five size ranges characteristic for 
diesel soot, and we can determine the fractal dimension of several 
structures [1]. Size range b) is the most prominent one and can be 
attributed to the fractal aggregates of primary particles. The 
aggregate sizes were typically 20 to 30 nm. When we used 
oxygenated diesel fuel, soot from idle engine had aggregates up to 85 
nm, however. Simple Guinier analysis was sufficient to analyze this 
range. For q=0.0015, we find another weak structure which we assign 
to agglomerates of soot aggregates with sizes around 400 nm. The 
primary particles can only be found after subtraction of a Porod 
power law. The result is shown by the lower of the two scattering 
curves in Figure 1. Range c) indicates the Guinier fit for the primary 
particles, with sizes around 12 nm. Recent transmission electron 
microscopy images suggested the existence of substructures in soot 
primary particles. We have identified these in ranges d) and e) with 
sizes of 1.5 nm and below. 
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Figure 1.  USAXS curve and Guinier fits after equation. 
 
 Depending on the applied pellet pressure, we are able to 
compress the aggregates [2], which can be seen by a remarkable shift 
of structure b) towards larger q values. We found that idle soot is less 
“stiff” than load soot. At maximum pressure, the aggregate structure 
is not maintained anymore, but the Guinier structure for the primary 
particles is clearly visible. Immersing soot in acetone permits to 
determine the aggregate size in its unaltered state, as shown by the 
according Guinier range in a minimal q position.  
 Wide-angle X-ray scattering (WAXS).  We have studied both 
soot as received, and soot after extraction of volatiles, with WAXS. 
The WAXS curves of soot follow close the structure of graphite, but 
with more diffuse diffraction peaks. Figure 2 displays the (002) 
Bragg reflection of 3 soot samples from a test engine operated a 
various speeds. Similar to coal samples, the (002) reflection peak 
shows an aliphatic side band at its lower angle. The extent of this 
shoulder depended on the engine conditions and nature of fuel. Soot 
from fuel with diethyl carbonate as oxydant had a pronounced side 
band at middle engine speed (1800 rpm vs. 1500 and 2200), while 
regular fuel had this pronounced shoulder at the lowest engine speed 
(1500). 
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Extraction of the volatiles causes a partial decrease of the 
intensity of the side band for both regular and oxygenated fuel. 
Deconvolution of the side band and (002) reflection allows 
quantification of this effect. Figure 3 shows the decrease of the full 
width at half maximum (FWHM) of soot from both regular fuel and 
oxygenated fuel. The trend is the same for both, but soot from regular 
fuel has an overall sharper (002) reflection than from oxygenated 
fuel. 
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Figure 2.  Left: WAXS curves of soot from diesel fuel mixed with 
oxidants. L, M, and H refer to 1500, 1800, and 2200 rpm.  Right: 
Deconvolution into side band and (002) reflection. 
 
 The area under the aliphatic side band accounts to about 35% to 
the overall area under the side band plus (002) Bragg reflection. 
While extraction was performed at temperatures ranging from 25oC 
to 300oC, no significant change in the relative portions of these areas 
could be made out. For 25oC it was 36.8 %, and for 300oC it was 33.7 
%. The impact of extraction on the WAXS scattering curves is easier 
to visualize in terms of peak widths.  Figure 3 shows the full width at 
half maximum of the (002) reflection for the (002) reflection of soot 
from DEC mixed fuel and reference fuel. 
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Figure 3.  FWHM of the (002) reflection after deconvolution from 
the aliphatic side band for several different extraction temperatures. 
 

These data permit also determination of crystallite sizes and 
degree of aromaticity. 

 Near-edge X-ray absorption fine structure (NEXAFS).  Soot 
extracts, residuals and soot pellets were studied with NEXAFS [3,4]. 
Similar to graphite, soot spectra show a strong resonance of C=C 
bonds at 285 eV. Extraction of volatiles enhances the ratio between 
C=C peak intensity and peaks at energies between 286 eV and 289 
eV, which result from aliphatics, C-H bonds, carbonyl and carboxyl 
groups, for instance. Unlike EELS with TEM [3], NEXAFS permits a 
detailed study of surface functional groups. Our extraction 
experiments are intended to facilitate deconvolution of soot spectra.  
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Figure 4.  Left: NEXAFS spectra of soot as prepared, one extract, 
and the corresponding residual. Right: Sequence of NEXAFS spectra 
from soot and extracts for various extraction temperatures. 
 

The left image in figure 4 shows a sequence of soot extract 
spectra as well as the original soot. Peak positions in spectra of 
extracts are all similar, but the peak height ratios are different. It is 
evident that soot is a very complex material.  
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Figure 5.  Peak assignment of a diesel soot extract. 

 
The right image in figure 4 shows how the NEXAFS spectra of 

an extract and a residual qualitatively match up to the spectrum of the 
original solid soot material. 
 Not shown here, the intense X-ray beam of a STXM microscope 
caused remarkable changes in NEXAFS spectra of soot extracts, 
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revealing that these are prone to photochemical reactions. For 
instance, carboxyl groups decomposed into an organo carbonate, and 
possibly water. A proposed peak assignment of a NEXAFS spectrum 
of a soot extract is shown in figure 5. The peak at 290.5 eV was 
created during irradiation, on the cost of the intensity of the carbocyl 
group resonance at 288.5 eV. 
 
Conclusions 

Synchrotrons provide valuable tools for the structural 
characterization and molecular speciation of soot and soot extracts. 
Structural parameter like size, fractal dimension can be obtained with 
USAXS. WAXS is used to study crystallite sizes and aromaticity. 
NEXAFS was used for molecular speciation. We point out that these 
techniques are relatively straightforward and can be done in a high-
throughput mode. Unlike microscopy techniques, the scattering 
results come with a robust statistical significance. 
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Introduction 

Although there have been several theoretical studies of neat 
supercritical (SC) solvents, both polar and non-polar, such is not the 
case for SC mixed solvents.  Indeed, the microscopic properties of 
these systems remain largely uncharacterized, although there 
certainly are measurements of solubilities and extraction capabilities 
reported in the literature for the case of a polar co-solvent.1-3  
Previous studies4,5 have demonstrated that solute rotational dynamics 
can yield insight into local solution structure in a supercritical fluid, 
thus we here adopt that strategy for elucidating structure in a mixed 
fluid system. 

Our particular interest is in CO2 as the principal solvent 
component, in part due to its importance in industrial applications, 
but also because its solvating power can be altered significantly by 
the addition of a polar co-solvent.  Neat CO2, a non-dipolar solvent, 
is a less-than-ideal solvent for polar solutes.  The addition of 5-10% 
water, methanol, or 2-propanol, however, increases the range of 
extractions and separations that can be accomplished.6  In the present 
study, we investigate the details of the local solution structure in a 
CO2/5% methanol solvent, the particular solutes of interest being 
small, substituted benzenes.  In previous work, we showed that these 
solutes exhibit dynamical behavior ranging from ballistic to diffusive 
rotational motion, depending on the time scale and the solvent 
density.7  The net dipole moments of these solutes proved less 
important in determining their dynamics in neat non-dipolar CO2 
than did the physical sizes of the substituent groups.  One does not 
expect this result to obtain, though, when a solvent component is 
polar, and it is this expectation that prompted the present work. 
 
Methodology 

The system considered here consists of 974 CO2 molecules, 50 
methanol molecules, and a single solute molecule thermally 
equilibrated in a cubic cell with periodic boundary conditions in three 
dimensions.  The Moldy8 code was used for this purpose.  Potential 
energy functions adopted in this work are the CO2 potential of Harris 
and Yung9, the methanol potential developed by Ferrario and co-
workers10, and OPLS solute potentials as described by Jorgensen.11  
Intermolecular Lennard-Jones potential parameters were obtained 
using the conventional OPLS geometric-mean combining rules.  
From this equilibrated system we obtained radial distribution 
functions (RDFs) and “two-dimensional” density contours, the latter 
calculated by projecting the local density within a solvent slab 
centered on the solute molecule onto a plane containing the solute’s 
center of mass. 

The dynamics of the solute molecule was characterized by 
calculating orientational correlation functions of the form 
  

  
C l t( )= Pl u(0) ⋅u(t)( ) , 

where the average is of the lth Legendre polynomial, the vector u 
being taken in the direction of the molecule’s dipole moment.  Also 
calculated were angular velocity correlation functions, 
  Cω t( )= ω t( )⋅ω 0( ) ω 2 0( ) . 
These calculations were carried out in the same way as in our 
previous neat-fluid studies.4,5,7

Results and Discussion 
Radial Distribution Functions.  We first consider the gross 

solution structure as revealed by radial distribution functions.  Figure 
1 shows the RDFs for methanol relative to the centers of mass of four 
solute species. 

 

-5

0

5

10

15

20

25

30

35

40

0 5 10 15 20 25

r(Å)

g(
r)

Phenol
Aniline
Benzene
Toluene

 
Figure 1. Solute-methanol radial distribution functions for a system 
bulk number density of 2.77×10-3 Å-3. The height of the first peak of 
phenol rises to 66.4, but the peak position is at 4.8 Å for all solute 
molecules 
 
One immediately sees that the local concentration of methanol 
depends sensitively on the solute’s dipole moment, with the results 
for benzene (µ=0) and toluene (µ=0.24D) differing negligibly from 
one another but with significant localization of methanol being 
revealed about the polar aniline (µ=1.34D) and phenol (µ=2.11D) 
solutes.  (The quoted dipole moments are those predicted by the 
OPLS potentials used in this work.11)  Also notable is the increased 
extent of the cybotactic region of a dipolar solute when the solvent 
includes a dipolar (µ=2.23D) co-solvent. 

Just as significant is the change in the distribution of CO2 
molecules as a result of the addition of methanol.  This change is 
highlighted in Figure 2, which shows relevant RDFs for benzene and 
phenol with and without the inclusion of the co-solvent. 
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Figure 2. Radial distribution functions of CO  with respect to the 
centers of mass of benzene and phenol for the cases of mixed solvent 
(CO +5mol% MeOH) and a pure solvent (CO ) at a bulk number 
density of 2.77×10  Å .
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It is clear that the cybotactic region of non-polar benzene is 
unchanged upon the addition of methanol, and that there is only a 
minor difference observable when phenol is the solute and the 
solvent is neat CO2.  Quite different, though is the case of phenol 
dissolved in the mixed solvent system.  For that case not only is there 
an increase in the carbon dioxide concentration in the first solvation 
shell, there is clear evidence of structured, enhanced CO2 density at 
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longer distances as well.  The conclusion suggested by both sets of 
RDFs is that not only does a polar co-solvent tend to concentrate in 
the cybotactic region of a polar solute molecule, but in addition there 
is an additional enhancement of the concentration of the non-polar 
solvent component, one that assists in the solvation of the polar co-
solvent. 

The particular concentration of methanol in the vicinity of the 
phenolic group is revealed when one examines the methanol density 
contours.  Evident there is a selective local density enhancement 
resulting from the polar solute group interacting with the polar 
solvent component.  In the case of benzene, the analogous density 
contours are essentially isotropic and indicative of a lesser 
enhancement. 

Correlation Functions.  The effect of the addition of a polar 
co-solvent is also evident in the rotational correlation functions 
described above.  In Figures 3 and 4 are the results for phenol of the 
calculation of C1 and Cω. 
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Figure 3.  Orientational correlation functions for phenol dissolved in 
pure CO2 solvent (blue lines) and in a CO2/methanol mixed-solvent 
(red lines).  The horizontal line is at e−1; the time at which the 
correlation function crosses this line is the correlation time. 
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Figure 4.  Angular velocity correlation functions for phenol 
dissolved in pure CO2 solvent (blue lines) and in a CO2/methanol 
mixed-solvent (red lines). 

 
 Note that the presence of the methanol is associated with a 
slowing of the rotational reorientation of the phenol molecule, the 
characteristic correlation time increasing by a factor of roughly 3.5, 
with the orientational correlation time here being defined as the time 
over which the correlation function decays to a value of e−1.  (As 
noted in previous work5, the definition of correlation times is not 
unique when the rotational motion is not in the diffusive limit.)  One 
also finds a concomitant reduction in the angular velocity correlation 
time, corresponding to an increase in the solute-solvent interactions 
leading to “scrambling” of the angular velocity.  This result too is 
entirely consistent with the picture emerging from the RDFs. 

Conclusions 
We have shown through appropriate molecular simulations how 

the addition of a polar co-solvent alters the local solution structure of 
SC CO2 in the vicinity of a polar solute.  Not only is there an 
enhancement of the co-solvent concentration in the solute’s 
cybotactic region, there is also an enhancement of the CO2 density 
beyond that seen in the neat-solvent case.  These structural effects are 
manifested both in the solute-solvent RDFs and in the rotational 
correlation functions, effects that are absent when the solute is non-
polar.  Accordingly, one expects the solvating properties of a non-
dipolar solvent such as carbon dioxide to be extended significantly 
with the addition of the co-solvent. 
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Abstract 
Gibb’s Ensemble Monte Carlo (GEMC) is a technique which in 

principle can calculate the phase composition of any condensed 
phase for which potential parameters are available.  However, the 
particle (molecule) insertions required for this technique are very 
difficult even with configurational bias methods.  Here we will 
discuss the implementation of work-bias techniques to improve 
computational performance.  The 2-butoxyethanol and water system 
has been selected for study due to its similarity to the di-ethylene 
glycol mono-methyl ether (DIEGME) and water system which often 
forms a mixture known as “apple jelly” in jet fuel storage tanks.  
Phase diagrams for 2-butoxyethanol-water are available for 
comparison making it a good test system.  The phase diagram has 
both upper and lower consulate boundaries.  This atypical behavior, 
also makes this system a good test of the GEMC simulation 
technique.  Our work shows that these calculations require large 
amounts of computer time to converge.  Predicted phase boundaries 
for this system have been calculated with the Towhee GEMC 
simulation code1 with and without the work-bias particle insertions. 
Differences between calculated and experimental phase diagrams are 
discussed and related to the deficiencies of  these calculations. 

 
Introduction 

An understanding of the complex phase properties of mixtures 
can enhance our ability to understand and mitigate problems with jet 
fuels and fuel systems.  To date, experimental measurements have 
been the primary means by which fuel properties are determined.  A 
few software tools have been developed which can aid in the 
prediction of important phase properties of fuels.  The programs 
include SUPERTRAPP2 and PPDS3.  These programs have 
restrictions on the composition of the fuels for which they are 
effective. SUPERTRAPP has been parameterized to work strictly 
with hydrocarbons and is limited to 20 components* from a list of 
200 while PPDS can handle as many as 50 components selected from 
1500 compounds.  Neither is capable of providing predictions for an 
arbitrary combination of hydrocarbons.  The current work is Monte 
Carlo simulation based and will in principle have no limitations in 
the number of components or in the composition of those 
components.†   

The Towhee simulation code provides a means of obtaining a 
prediction of the composition of phase; however, currently it takes 
several months of cpu time to obtain information about compositions 
of phases of the 2-butoxyethanol-water system at a single 
temperature.  In order to accelerate the convergence of these 
calculations we have introduced Athènes4 work-bias method to the 
Towhee GEMC simulation code.  The work-bias method provides a 

                                                                          
* This program will allow one of the components to be water at up to 
5 mol %.   
† This method works best for liquid and gas phases.  Solid phase 
calculations would require the introduction of new methodology to 
the simulations. 

more efficient means of moving large molecules into condensed 
phases as described below. 
 
Computational Method 

The Monte Carlo for Complex Chemical Systems (MCCCS) 
program Towhee is a freely available Gibb’s Ensemble Monte Carlo 
program developed by Marcus Martin of Sandia National 
Laboratories in collaboration with Prof. Ilja Siepmann and his 
research group at the University of Minnesota.   

Panagiotopoulos introduced the Gibb’s Ensemble Monte Carlo 
(GEMC) method in 19875.  In the GEMC method, each phase is set 
up as a separate simulation region which has it own composition and 
density.  The separate phases are in thermodynamic equilibrium with 
one another but are not in physical contact. This removes the effect 
of interfaces from the simulation. In the course of the simulation a 
variety of moves of molecules in the separate simulation regions are 
performed: (1) random movements of particles (molecules) within 
the box of origin; (2) equalization of pressure through volume 
fluctuations in the individual simulation boxes; (3) random 
movements of particles (molecules) between simulation boxes.  
These movements allow the system to come to thermodynamic 
equilibrium; thus, the temperature, pressure and chemical potentials 
of components are the same in each of the simulation regions once 
the calculation has converged.5   More sophisticated molecule moves 
are available in the Towhee code and were used in the course of this 
study.  These will be discussed briefly during the oral presentation.  
We have added the Athènes work-bias move to Towhee to improve 
computational performance and will discuss this move in detail.  
Briefly, a molecule is moved to a random location within one of the 
simulation boxes but without immediately calculating the full energy 
of interaction with the surrounding molecules.  Instead, the potential 
for that molecule is slowly turned on over the course of many moves 
of surrounding molecules.  Thus, the surroundings will relax 
enhancing the probability that a molecule can be transported 
successfully into a dense phase.  Overall, on a constant cpu time 
basis, many more molecules are transferred between dense phases 
than without the work-bias move. 

A variety of parameters are available for use with Towhee, 
including OPLS-aa, OPLS-ua6, TraPPE-UA7, TraPPE-EH8.  We 
selected OPLS-aa (i.e. all-atom) parameters due to the importance of 
hydrogen bonding.  Other potential functions were deemed likely to 
overlook interactions that may be important to the description of the 
phase behavior.   

The system is comprised of three boxes.  Initially box 1 
contained 65 2-butoxyethanol molecules (see Figure 1 for structure), 
box 2 contained 500 water molecules, and box 3 contained 50 
Helium atoms.  The Helium is present to populate the vapor phase 
while 2-butoxyethanol and water  are the primary components of the  
two liquid phases. 

 
 

O
OH

 
 

 
Figure 1.  Structure of 2-butoxyethanol. 

 
The system was equilibrated at 1 atm and at temperatures from 300 K 
to 410 K.  The system is equilibrated with between 60,000,000 and 
110,000,000 Monte Carlo steps.  

 
Results and Discussion 

The calculated phase diagram is shown in Figure 2 alongside the 
experimental data of Cox and Cretcher9.  There are clearly some 
large differences between the compositions of the simulated phases 
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and the compositions of those phases found by experiment.  
However, the basic shape of the curve is beginning to appear in the 
lower portion of the figure (Temperatures 330-350 K).  There are 
some significant outliers (e.g. T=370 K) but the appearance of a 
lower phase 
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Figure 2.  Phase Diagram 2-butoxyethanol – water Comparison of 
Calculation to Experiment. 

 
boundary is encouraging.  It appears that the water rich phase (i.e. to 
the left side of Figure 2) is closest to the composition found by Cox 
and Cretcher9.  The other phase is quite different from the 
experimental data.  At 410 K each of the three simulation boxes have 
the same mole fractions of 2-butoxyethanol and water.  In addition 
each of the simulation boxes at 410 K has a low density indicating 
that the system is above its boiling temperature. 
    
Conclusions 

This system required several months of cpu time to reach the 
current state of convergence with Towhee.  The introduction of the 
work-bias move has improved computational performance but it is 
not yet clear how much faster the calculation will be with this 
improved methodology.  The GEMC method has the potential to 
solve difficult phase problems if additional improvements in speed 
can be accomplished.  Further improvements in computational 
performance can likely be attained by the addition of parallelism to 
the calculation.  The GEMC methodology shows promise for being a 
valuable tool in predicting phase behavior  for systems of practical 
interest as additional improvements in methodology are made. 
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Introduction 

Supercritical carbon dioxide (scCO2) is often considered as an 
ideal solvent substitute because it is a nontoxic, chemically inert, 
cheap, highly volatile, nonflammable and potentially recyclable 
fluid. Unfortunately, many important classes of substances e.g. 
water, biomolecules, polymers exhibit low solubility in scCO2. 
Recently, several experimental efforts were focused on finding 
suitable surfactants that are capable of stabilizing a microdispersion 
of aqueous phase in scCO2. Conventional hydrocarbon surfactants 
used in oil/water systems are shown to exhibit low solubilities in 
carbon dioxide and therefore, are not capable of solubilizing a 
significant amount of water.  Surfactants with perfluorinated chains, 
on the other hand, are quite soluble in scCO2. When placed in scCO2 
a number of fluorinated surfactants are shown to form reverse 
micelles (RM), therefore they are promising materials for extending 
water in CO2 (W/C) microemulsions to a variety of applications e.g. 
in selective extraction of polar compounds from aqueous solution, in 
emulsion polymerization schemes, or as a media for reactions 
between polar and nonpolar molecules. 
Small-angle neutron scattering (SANS) experiments on W/C 
microemulsions were recently performed over a large range of 
pressure, temperature, and droplet volume fraction [1,2].  These 
studies revealed the existence of spherical water droplets of radius 
2.0 – 3.5 nm dispersed in scCO2.  Various spectroscopic techniques 
e.g. Fourier transform infrared (FTIR), UV-vis, fluorescence, and 
electron paramagnetic resonance experiments demonstrated the 
existence of a bulk water domain in these systems. The formation of 
nanometer-sized microemulsions was confirmed by small-angle X-
ray scattering experiments. 
       Although useful information about the structure of reverse 
micelles in microemulsions can be obtained from experiments, 
computer simulation methods can play a major role in developing our 
understanding of W/C microemulsions in a more detailed manner and 
in interpretation of experimental observations.  Here we report on our 
work that uses molecular dynamics simulation technique to 
investigate the structural properties of the aqueous RM containing 
PFPECOO-NH4

+ surfactant in scCO2 with a Wo value of 8.4. Our 
simulation results show a very good agreement with experimental 
data and offer detailed information on the shape and structure of the 
system.  

One particular issue we want to focus on is the importance of 
fluorine atoms in the packing of PFPE tails and related properties e.g. 
tail solvation.  To understand this issue deeper, we performed 
simulations on systems where we studied a model surfactant, 
polyether ammonium carboxylate (PE), which is analogous to PFPE 
except that all fluorine atoms  in the PFPE surfactant were replaced 
by hydrogen atoms. 
 
Simulation Methodology 

We performed two sets of molecular dynamics (MD) 
simulations on systems containing aqueous reverse micelles in 
supercritical carbon dioxide [3,4]. In the first set of simulations the 
micelles were pre-assembled; in the second set the micelles were 
self-assembled. The fluorinated polyether PFPECOO-NH4

+ and its 
non-fluorinated analog PECOO-NH4

+ were used as surfactants in our 

simulations. The consistent valence force field CVFF parameters 
were used to describe the intermolecular and intramolecular 
interactions present in the surfactant anions [5]. The CVFF force 
field has been successfully applied to study the rheological behavior 
of confined branched and linear perfluropolyethers and 
hydrocarboxylic acids. The corresponding potential parameters and 
also the point charges for the surfactants can be found in Table I of 
reference [3]. The SPC/E model was chosen to describe water 
molecules. The OPLS set of intermolecular parameters has been used 
to model NH4

+ counterions. The five-site model of ammonium ion 
consists of one Lennard-Jones (LJ) site on the central N atom and 
five sites for point charges. The rigid EPM2 model proposed by 
Harris and Yung was used to describe CO2 in the preassembled set of 
simulations. For reasons of computational economy, a single point 
model was used to describe the CO2 molecules in simulations with 
self-assembly of micelles. We demonstrated previously that this 
model gives a good description of the scCO2 equation of state. The 
cross interactions were obtained by using the Lorentz-Berthelot 
combining rule. The primary system we simulated contained 554 
water molecules, 66 fluorinated surfactant molecules, and 6359 CO2 
molecules placed in a cubic box at 25oC and 200 bar pressure. Thus, 
the system contained a total of 23775 particles. The values for the 
temperature, pressure and Wo are the same as the values present in 
the NMR studies of water transport in W/C microemulsions [6]. A 
large number of CO2 molecules was taken to attain a bulk CO2 phase 
and to discard any possibility of inter-droplet (inter-aggregate) 
interactions due to the application of periodic boundary condition. 

Our simulations with preassembled micelles started from a 
configuration represented by an aggregate in which we distributed 
the surfactant molecules around the periphery of a sphere of radius 
1.6 nm.  Surfactant molecules pointed their headgroups inward and 
their tails outward in the initial configuration. The sphere of radius 
1.6 nm was chosen based on the fact that an amount of 554 water 
molecules can be accommodated in that volume. Extensive 
equilibration and thermalization of this highly ordered structure was 
performed, keeping the carboxylate carbon atoms fixed to remove the 
initial strain. After that, we added water molecules and NH4

+ ions to 
the empty space inside the sphere and performed another set of 
minimization and thermalization runs, this time letting the 
carboxylate carbon atoms go free. The obtained structure was then 
inserted into the hole made in the middle of a cubic box containing 
CO2 molecules at the density of 0.95 g/mL. The value for the density 
of CO2 in the box was taken to be slightly higher than the desired 
value of 0.92 g/mL corresponding to the experimental density. This 
was done on purpose, since we expected that some carbon dioxide 
molecules will diffuse into the inter-tail region of the micelle and 
therefore will bring down the bulk density of CO2 to a value 
somewhat closer to the desired value. The final set of minimization 
and thermalization runs was performed before a 500 ps equilibration 
run. To enable the volume variation, the equilibrations and 
production runs were perfomed in NPT ensemble with the thermostat 
and barostat relaxation times set to 0.5 ps. The configuration 
obtained at the end of 500 ps run provided the initial configuration 
for the production run of 5 ns.  

The other system we simulated in the set with pre-assembled 
micelles contained the same number of water, CO2 and surfactant 
molecules, only this time the 66 surfactant molecules were 
hydrogenated analogues of PFPE molecules. Again, the simulation 
was done at 25o C and 200 bar pressure and it was started from an 
aggregated configuration. A 500 ps equilibration run was then 
performed before a production run of 5 ns in NPT ensemble.  

To understand the factors that determine micelle formation, we 
performed a set of self-assembling simulations starting with random 
configurations of all molecules in the system. In two of these 
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simulations, the simulation box contained 554 water molecules, 66 
fluorinated surfactant molecules (W0=8.4), and 6359 CO2 molecules. 
These numbers of particles are exactly the same as in the simulation 
of preassembled micelles. In the first simulation the molecules were 
initially distributed randomly, and in the second, the initial positions 
were distributed on a regular lattice. In both simulations, we 
observed the evolution of the system from the initial configuration to 
a spherically shaped RM configuration. We also investigated the 
effect of different W0 on the process of the micellar formation. Thus, 
we performed three more simulations on systems containing a) 66 
surfactant and 1108 water molecules, b) 66 surfactant and 270 water 
molecules, and c) 66 surfactant and 139 water molecules. 

Three dimensional periodic boundary conditions were employed 
in all simulations. The calculation of long-range Coulombic forces 
was performed using the Smooth Particle Mesh Ewald (SPME) 
method. The real space part of the Ewald sum and  Lennard-Jones 
interactions were cut off at 1.0 nm. 
 
Results and Discussion 

The general structural properties of a reverse micelle can be 
characterized by the size and shape of its aqueous core. A useful 
statistical measure of the size of a micelle is the radius of its aqueous 
core, Rc.  Our calculations resulted in a value of 1.92 nm for Rc, in a 
good agreement with the value of 2.0 nm extracted from experiments 
[6].  The time history of this aqueous core radius showed that the 
aggregated core was stable during the entire 5 ns of the production 
run in pre-assembled simulations.  The measurement of eccentricity 
of the RM, which provides information on the shape of this micelle, 
showed that the fluorinated micelle remained nearly spherical in 
shape during the simulation time. For a visual inspection of the RM, 
we present a snapshot of the micellar aggregate on Figure 1. In this 
snapshot the solvent molecules are intentionally hidden to see the 
micellar aggregate clearly. As we can see from the picture, our 
micelle is essentially spherical.  Another important structural 
quantity we can calculate is the surface area per headgroup (Ah) 
available for the interaction with water. This can be estimated by 
using the equation connecting the surface area Ac of the aqueous core 
with the number of surfactant molecules Nh,  
 
Ac=4⎭Rc

2=AhNh .     
 
Using the calculated value of Rc =1.92 nm and Nh=66, we get 
Ah=0.70 nm2. This value of surface area is consistent with the value 
estimated from the experiment (0.76 nm2).   

Experimental studies indicate that surfactants with fluoroalkyl 
or fluoroether tails exhibit high solubility in scCO2. We have 
determined the average solvation number of the surfactants by 
counting the number of CO2 molecules in the first solvation shell of 
the surfactants. We noticed a substantial overlap between the 
solvation shells of two adjacent atoms in the same chain (intra-
chain). A substantial overlap is also seen between the solvation shells 
of atoms in the adjacent chains (inter-chain). The latter is particularly 
true for those atoms that are closer to headgroups, since the curvature 
is larger in this region. Therefore, while calculating the solvation 
number, we counted each CO2 molecule in the tail region just once. 
The average value of the solvation number we got for the fluorinated 
surfactant is 15. 

A molecular graphics analysis shows that the interior aqueous 
core is somewhat exposed to CO2. To get a quantitative estimate of 
the core exposure, we calculated the core surface area exposed to 
CO2 by using the method of Lee and Richards [7]. Following this 
method, we removed all of the CO2 molecules from the system and 
rolled a probe across the surface of the micelle. The contributions to 
accessible area from water and ammonium counterions were summed 

up to estimate the core exposure. For comparison, the area of a bare 
aqueous core was also calculated by removing the surfactant 
molecules from the system. A 0.2 nm probe was utilized to mimic the 
CO2 molecules in the system. We observed that the average value of 
the accessible surface area for bare aqueous core is ~70 nm2, which 
should be compared with the area of ~8.4 nm2 when the surfactants 
are present in the system. These values show that about 12 % of the 
aqueous core is exposed to CO2. We also noticed that the calculated 
value of the surface area for bare aqueous core is higher than the 
value that can be computed using the expression that contains Rc. 
This is due to the fact that the surface of the micellar core is not 
smooth; it is rather corrugated and rough.  
 
 

 
Figure 1.  Snapshots of the fluorinated micelle. The solvent 
molecules are omitted for clarity. Color scheme: red balls, water 
oxygens; white balls, either water or ammonium hydrogens; blue 
balls, nitrogens of the ammonium cation. The surfactant anions are 
represented by sticks: red sticks, oxygens; cyan, carbon atoms; green 
sticks, fluorine atoms in the surfactant chains. 
 

To understand the difference in the properties of RM containing 
surfactants with perfluorinated chains and non-fluorinated chains, we 
simulated an aqueous reverse micelle composed of non-fluorinated 
PECOO-NH4

+ surfactants in scCO2. Since we are not aware of any 
experimental information about microemulsions created in systems 
with hydrogenated analog of PFPE, we were not able to use 
experimental information to set up the system. Therefore, the system 
we simulated (system 2) contained 554 water molecules, the same 
number of water molecules as in fluorinated system (system 1). 
Starting from an aggregated configuration, we equilibrated the 
system 2 for 500 ps followed by a 5 ns production run. We observed 
a distinct difference that existed between system 2 and the 
fluorinated surfactant system: the reverse micelle in system 2 had a 
much larger exposed aqueous core area. To obtain a quantitative 
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estimate of the aqueous core exposure area in system 2 we again used 
the method of Lee and Richards as described above. The exposed 
aqueous core area for the non-fluorinated system was found to be 32 
% compared to 12 % in the case of fluorinated system. As a result, a 
larger contact between CO2 and water molecules is established in 
system 2. The large exposed core area has a form of patches that can 
be clearly seen in Figure 2. Why do we get these patches? Since the 
hydrogenated surfactant is smaller in size it is expected that in an 
assembly of hydrogenated surfactants the area covered by 
headgroups is smaller. If the number of water molecules inside the 
micellar pool is fixed, one ends up with regions where direct contact 
is established between water and carbon dioxide.  In experimental 
situation water in the interior of the micelle will be exchanged with 
the exterior until micelle will acquire its minimum free energy. Since 
we use a canonical ensemble that fixes the number and type of 
molecules in the system and the length of our simulations is orders of 
magnitude shorter than the one needed to observe the major 
restructuring of the micellar system, we need to look for another 
strategy to perform a reasonable comparison of systems containing 
micelles with fluorinated or hydrogenated tails. This strategy may be 
self-assembly (see below). 
 

 
 
Figure 2.  Exposure of the interior aqueous core in system 2. Color 
scheme: red balls, water oxygens; white balls, either water or  
ammonium hydrogens; blue balls, nitrogens of ammonium cation; 
cyan balls, surfactant molecules. The solvent molecules are omitted 
for clarity. 
 

We determined the average solvation number for non-
fluorinated surfactants by counting the number of CO2 molecules in 
the first solvation shell. The average value of the solvation number 
we got was 10. This should be compared to 15 obtained for the 
fluorinated surfactant. Thus, we observed that due to clustering of 
hydrogenated surfactants their solubility is ~33% lower in CO2 
compared to the fluorinated analog 

In the previously described simulations the micelles were not 
self-assembled, but for the purpose of saving the computational time, 
were initially preassembled.  Although micelles were in a non-
equilibrium state at the beginning of the simulations, they changed 
their conformations during the molecular dynamics run, and 

presumably reached their equilibrium state. Experimental 
information about micellar sizes is needed to prepare the initial 
micelle in these cases.  If this information is unavailable, one can not 
pre-assemble the micelle and therefore a self-assembly has to be 
performed on the computer.  

In general, the self-assembly of a micelle should be preferred in 
computational studies, since less dependence on the initial conditions 
(and number of particles) is expected to appear in the simulation.  
Computer simulation of self-assembly is a challenge for 
computational studies.  With the increasing power of modern 
computers, it is now possible to study various self-assembly 
processes in atomic detail using MD simulations. In recent years, 
Marrink and co-workers [8] observed the spontaneous aggregation of 
direct micelles, bilayers and vesicles. In these simulations the typical 
time scale of self-assembly was ~10-100 ns or even longer. The self-
assembly of a RM in a three component system containing 
water/surfactant/oil (or sCO2) has never been simulated 
satisfactorily, though was attempted. 

As we already mentioned it Methodology section, we performed 
a set of molecular dynamics simulations of RM self-assembly. To 
understand the factors that determine micelle formation, a series of 
simulations was performed. In two of the simulations, the simulation 
box contained 554 water molecules, 66 fluorinated surfactant 
molecules (W0=8.4), and 6359 CO2 molecules. These numbers of 
particles are exactly the same as in the previously described pre-
assembled simulations. In the first simulation of self-assembled 
systems all the molecules were initially distributed randomly, and in 
the second, the initial positions were distributed on a regular lattice. 
In both simulations, we observed the evolution of the system from 
the initial configuration to a spherically shaped RM configuration. 
Figure 3 displays a series of snapshots illustrating this evolution. 
Analysis of the average distances between molecules showed that the 
self-assembly process was completed after ~5 ns, indicating that the 
process is rather fast. 

 From our simulation we observed that during the first stage of 
rearrangement (~1 ns) water molecules and surfactant molecules 
clustered into several small micelle-like aggregates. The fast first 
stage was followed by a slower process during which three or four 
small micelles merged into two. The final rearrangement of the last 
two micelles into one spherical RM was the most time consuming 
process. Analysis of the RM structure (we calculated the core radius, 
area per headgroup, eccentricity, and the fraction of gauche angles 
for surfactant chains) obtained after ~5 ns of self-assembly showed 
little difference from the pre-assembled simulations.  

We investigated the effect of different W0 on the process of the 
micellar formation. Thus, we performed three more simulations on 
systems containing a) 66 surfactant and 1108 water molecules, b) 66 
surfactant and 270 water molecules, and c) 66 surfactant and 139 
water molecules. In all cases we also observed self-assembly, and in 
cases a) and b) the micellar shape was spherical. In case c) the 
micelle had a worm-like shape. Although in case a) the micelle 
remained spherical and the surfactants were uniformly distributed 
over the surface of the sphere, we observed a larger contact between 
water and sCO2 due to a large surface area of the water core.  

We also performed a set of simulations with the PE surfactant. 
In the simulation containing 66 PE surfactants and 554 water 
molecules, we observed self-assembly into a micellar type aggregate, 
but with one side of this aggregate having a direct water/sCO2 
contact (See Figure 4).  Such a contact increases the surface tension 
and therefore the free energy of the micelle, indicating that in our 
system, the PE surfactant is not effective for creation of a 
microemulsion. To see if we could create a RM micelle containing a 
uniform distribution of PE surfactants, we decreased the number of 
water molecules in few other simulations with PE. In each of these 
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cases we observed aggregates containing regions of direct contact 
between water and CO2, like those observed in Fig. 4.  When the 
number of water molecules became small, the aggregate had a worm-
like shape. 
 

 
 
Figure 3. Snapshots of the PFPE RM self-assembly (554 water and 
66 surfactants). Red, blue, and green particles are water, ammonium 
ions and PFPE anions, respectively. Small black dots are carbon 
dioxide molecules. The snapshots are taken at  a. 0 ns;  b. 1 ns;  c. 4 
ns;  d. 4.4 ns;  e. 5 ns; f. 50 ns; This snapshot is of a cut across the 
micelle to show water in the core and surfactants at the surface .  
 
Conclusions 

Molecular dynamics simulations provide a powerful tool to gain 
detailed molecular information about structural and dynamical 
properties of reverse micelles that is otherwise very difficult, even 
sometimes impossible, to get by means of experiments or using 
analytical theoretical techniques. Here we report results obtained 
from simulations on reverse micelles created in a ternary system: 
surfactant/water/supercritical carbon dioxide.  In the simulation with 
the pre-assembled PFPE surfactant we used experimental data to 
determine the number of particles in the system. For this system we 
observed a stable spherically shaped micelle that displayed 
geometrical properties in pretty good agreement with experiments. 
When we replaced fluorine atoms in the surfactant molecules with 
hydrogen atoms, and preserved the value of Wo we observed a strong 
increase in the direct contact between water and CO2. This should 
result in an increase of the system free energy and therefore 

destabilize the micelle, thus providing support to the idea that 
fluorinated  surfactant molecules are helpful for the production of 
microemulsions in water/carbon dioxide systems.  

 
 

 
 

Figure 4. The equilibrated configuration of the PE system. The color 
scheme is the same as in Figure 3, except the surfactant anions are 
PE anions.  The region of direct contact between water and carbon 
dioxide is in the upper-right corner of the aggregate. 

 
We also showed, for the first time, that simulating a system 

containing three components such as water, scCO2, and polyether 
surfactants on a relatively detailed atomic level, one can observe a 
self assembly of molecules after relatively short periods of time.  
When the surfactant is fluorinated (PFPE) the self assembled 
aggregate represents a nicely shaped RM.  In this case stable RMs 
are observed for a wide range of W0. When a hydrogenated analogue 
of the PFPE surfactant is used, an aggregate represents a micellar-
like assembly with a non-uniform distribution of surfactant 
molecules, thus creating a large contact area between water and CO2, 
indicating that the hydrogenated analogue of PFPE is not a good 
agent for creating microemulsions in w/c systems. If in general, RMs 
are quickly assembled in computer simulations, then, with detailed 
descriptions of molecules, one can study these micelles in detail in 
their most stable states.   
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Introduction 

Palladium is used as selective catalysts in a variety of processes 
in the chemical industry that involve the conversion of hydrocarbons. 
Typical large scale applications include the hydrogenation of organic 
fine chemicals, aromatic hydrogenations and petroleum refining. 1-3 
Palladium has also found widespread application in the area of 
hydrogen storage and separation because of the high solubility of 
hydrogen in the metal. Palladium-based non-porous inorganic 
membranes capable of separating hydrogen at ppb impurity levels are 
reported. 4-5 However, Pd is found to be susceptible to sulfur 
poisoning. It has been reported that even the presence of a small 
amount of sulfur compounds have negative effects on the 
performance of Pd catalysts and Pd-based membranes. 6 This can 
lead to deactivation of these materials after prolonged operation. 
Considerable financial burden in the chemical and petrochemical 
industries as a result of uncontrollable and accidental poisoning of 
sulfur is well documented. 7 

The desire to minimize the negative effects of sulfur poisoning 
has motivated fundamental research on the interaction of atomic S on 
single crystal Pd surfaces. In particular, adsorption of S on the 
Pd(111) surface has been the focus of many experimental 
investigations. 8-11 The behavior of S on the metal surface is quite 
varied and depends markedly on the coverage and temperature. At 
very low coverage (Ө > 0.1 ML), S adsorbates do not form any 
ordered structures on Pd(111) surface. At coverage Ө = 0.1ML – 
0.33 ML and at room temperature up to ~ 400 K, S adlayer with 
predominantly (√3 × √3) symmetry is identified by low-energy 
electron diffraction (LEED). From the LEED analysis, the adsorption 
site of S in (√3 × √3) pattern was determined as the three-fold fcc 
hollow site. 11 There is also experimental evidence that Pd(111) 
surface can support higher concentration of S (Ө > 0.5 ML). 
Photoemission results show that atomic S is not the only species 
present on the surface. 11   Clearly, the behavior of S on the metal 
surface as a function of coverage is quite complex. However, there is 
little fundamental understanding of coverage dependence of the 
physical and chemical properties of S adsorption on Pd(111).  

In the present work, a systematic theoretical study of the 
physical and chemical properties of S adsorption on Pd(111) as a 
function of coverage is reported. In order to accomplish this, we 
performed Density Functional Theory (DFT) calculations for S 
adlayer on Pd(111) at various coverage. One particular aim is to 
analyze trends in adsorption energies and provide understanding of 
the quantum chemical nature of the adsorbate-surface bond in these 
systems. 

 
Computational Details 

First-principles DFT total energy calculations were performed 
using the Vienna Ab Initio Simulation Package (VASP) code. 12  The 
Perdew-Wang (PW91) generalized gradient approximation (GGA) 
functional was employed to calculate the exchange-correlation 
energy. 13 Core orbitals were described by non-local reciprocal space 
ultra-soft pseudo-potentials in the Vanderbilt form. 14  The Kohn-
Sham one electron valence eigenstates were expanded in terms of 
plane wave basis sets with cutoff energy below 236 eV. We 
performed several calculations with larger energy cutoffs and our 

results indicate that computed structures and energetics are relatively 
insensitive to further expansion of the basis set.  The Pd(111) surface 
was modeled by a five-layer slab with periodic boundary conditions 
in the two directions parallel to the surface (infinite in two 
dimensions), and separated by a 15 Å thick vacuum region. The 
lattice constant was fixed to the value obtained from optimizing this 
constant with DFT for the bulk Pd. The calculated lattice constant for 
bulk Pd is 3.965 Ǻ, in good agreement with experiment (3.883 Ǻ). 15 
To simulate sulfur adsorption on the surface, adsorbates were placed 
on one side of the slab. The positions of the top three Pd layers and 
adsorbates were optimized until the forces on all unconstrained atoms 
were less than 0.02 eV/Å.  

Calculations were carried out for coverages ranging from Ө = 
0.11 to Ө = 1.0 ML (we define Ө as the ratio of the number of 
adsorbed atoms to the number of the atoms in the top surface layer). 
Coverages Ө = 0.11, 0.25, 0.33 and 1.0 ML were calculated utilizing 
(3×3), (2×2), (√3 × √3) and (1×1) surface unit cells, respectively 
(each containing one S atom). For coverage Ө = 0.50 and 0.75 ML, 
calculations were carried out using (2×2) surface unit cell containing 
two and three S atoms, respectively. A (√3 × √3) unit cell containing 
two S atoms were employed for coverage Ө = 0.66 ML. The k-point 
sampling of the two-dimensional electronic Brillouin zone of the 
periodic supercells was accomplished using Monkhorst-Pack scheme. 
16  The density of the Monkhorst-Pack k-point mesh (13×13×1, 
7×7×1, 5×5×1 and 3×3×1 grids for the (1×1), (√3 × √3), (2×2) and (3 
×3) surface unit cells, respectively) were chosen high enough to 
ensure the convergence of the calculated structures and energetics. A 
Methfessel-Paxton smearing of σ = 0.2 eV was utilized to improve 
convergence and the corrected energy for σ → 0 was employed. 
  
Results and Discussion 
 

       
Figure 1.  Variation of S binding energy on fcc and hcp sites of 
Pd(111) surface as a function of sulfur coverage. The results for S2 
species were also included for comparison. 
 

The binding energies for sulfur on the Pd(111) surface in the fcc 
and hcp hollow sites, with respect to atomic sulfur, are plotted in 
Fig.1. The fcc site, which is the hollow adsorption site without a 
second layer atom directly beneath the hollow, was found to be more 
energetically favorable compared to the hcp site. However, the 
difference in the binding energy is small (< 0.11 eV/atom) for the 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  207



whole coverage range. Adsorption on the other two high symmetry 
sites (top and bridge sites) was also considered. However, these sites 
were found to be notably less favorable than the fcc and hcp hollow 
sites. A repulsive interaction between adsorbates occurs for the 
coverage range 0.11-0.25 ML, while it switches to attractive when 
the coverage varies from 0.25 ML to 0.33 ML (see Fig. 1). This 
attractive interaction indicates island formation with a (√3 × √3) 
structure.  

It was observed from STM and LEED experiments that at an 
average coverage of Ө ≤ 0.33 ML, sulfur islands of (√3 × √3) 
symmetry form and merge on a Pd(111) surface, leaving surface 
areas of palladium unoccupied. 8-10 Our results are in agreement with 
these studies. Moreover, according to a number of LEED studies, the 
preferred adsorption sites for the (√3 × √3) S overlayer on Pd(111) 
are the fcc sites. 11 Again, our results are in agreement with these 
investigations. The sulfur-metal bond length observed in our 
calculations is 2.27 Å. This is comparable to the values of 2.23-2.28 
Å obtained from LEED studies. 11 Very similar bond lengths were 
reported by Rodriguez et al .(with ab initio approach using 12-atom 
cluster model of Pd(111)) and by  Gravil and Toulhoat (using DFT 
supercell approach). 11,17  

The situation changes at higher coverage. As the coverage 
increases, there is a significant and linear drop in the relative stability 
of the fcc and hcp sites. This indicates that a repulsive interaction 
between adsorbates builds up at coverage coverage Ө > 0.50 ML. We 
also considered the situation in which the S adsorbates form S2 
aggregates on the surface at higher coverage. To simulate S2 
formation on the surface containing 0.50 and 0.66 ML of S initially, 
we geometrically optimized S2 molecule on a (2×2) (A) and a (√3 × 
√3) (B) slabs, respectively. For a system containing 1.0 ML of S 
initially, we optimized a (2×2) slab (C) containing two S2 molecules. 
The calculated binding energies (with respect to atomic sulfur) are 
plotted in Fig.1. We found that for coverage Ө =0.66 and 1.0 ML of 
S, S2 and not atomic S is the more stable species on the surface.  The 
most stable configuration of S2 molecule in systems A and B are 
above a bridge and a top sites (Fig. 2a). In system C, the molecule is 
bonded to two neighboring top sites (Fig. 2b). The calculated S-S 
distance (2.03 – 2.13 Ǻ) is larger in comparison to that found for free 
S2 (1.90 Ǻ). 

 
 

(a) (b)  
 

  Figure 2. S2 molecule on (a)  (2×2) (0.5 ML S), (√3 × √3) (0.66  
ML S) and (b) (2×2) (1.0 ML S) Pd(111) slabs. 

   
          To gain insight into the nature of bonding in the Pd-S interface, 
we calculate the change in the work-function change (∆W) and 
surface dipole moment (∆µ) for all the systems considered here.  The 
work-function W is defined as W = Ф(∞) + EN-1 -EN. The terms 
Ф(∞), EN-1 , and EN  represent the total electrostatic potential far from 
the surface, ground state energy of a singly ionized crystal, and 

ground state energy of a neutral N-electron crystal, respectively. The 
surface dipole moment, µ, on the other hand, is obtained using the 
Helmholtz relation. 18  The calculated work-function for the bare 
Pd(111) surface is 5.34 eV, in good agreement with the experimental 
value of 5.6 eV. The calculated ∆W and ∆µ for all the systems 
considered here are essentially zero. This result implies the absence 
of electron transfer from the substrate to the sulfur adlayer. Thus, the 
bonding in the Pd-S interface is predominantly covalent in nature. 
This is in contrast with Pd(111)+O system which shows linear 
increase in ∆W and ∆µ with coverage. 19   This implies, that ionic 
bonding becomes more important for Pd(111)+O with increasing 
coverage.  The result for the Pd(111)+S system may be attributed to 
the small difference in electronegativity between sulfur and Pd.  
           
Conclusions 

The interaction of sulfur with Pd(111) surface was investigated 
using Density Functional Theory. The stability of the adlayer is 
presented and the electronic properties of the relaxed structures are 
analyzed. A complex behavior of the Pd-S interface as a function of 
coverage was found. At small coverages (0.11 – 0.50 ML), the 
adsorption of atomic S on the fcc hollow sites is the most stable. 
There is an attractive interaction between sulfur in the coverage 
range 0.25-0.33 ML which leads to island formation with a (√3 × √3) 
structure in agreement with experiment. At sulfur coverages above 
0.50 ML, S2 and not atomic S is predicted to be the most stable 
species on the surface. The change in the calculated work-function 
and surface dipole moment as a function of coverage is essentially 
zero. There results imply that the bonding in the Pd-S interface is 
predominantly covalent in nature.   
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Abstract 
 The transient concentration profile during simultaneous 
diffusion, relaxation and reaction  using Cattaneo and Vernotte 
non- Fick hyperbolic damped wave finite speed diffusion and 
relaxation equation is obtained by the method of separation of 
variables. For small width of the slab, a <  π sqrt(Dτr)/(|1 – k* |, the 
transient  concentration is found to be subcritical damped 
oscillatory. An exact well bounded solution  is derived for other 
values of a.  For a cylinder, the transient portion of the solution is 
bifurcated. For small width of the pellet  the time domain portion of 
the solution is subcritical damped oscillatory.   This was found for 
R  <   sqrt(D τr )(4.8096)/|1 – k*|.  Exact solutions are derived for 
other values of R as well as for the small values as a infinite 
Fourier Bessel series. The Fourier series Bessel solution to the 
Fick’s parabolic diffusion equation is found to be augmented by an 
expression in exponential decay in time.   The steady state portion 
of the solution is given by a expression containing modified Bessel 
function of the first kind. For a sphere, the solution is presented as a 
sum of steady state and transient parts.    For R < 2π sqrt(Dτr )/⎟1 – 
k*⎟, even from the term n=1 in the infinite series there is cosinous 
contribution in the time domain solution.  

 
Introduction 
 Fick’s law of mass diffusion does not fully describe the 
transient processes. This can become significant during 
simultaneous fast reaction and diffusion.  Physically, there exists a 
time where the linear mass diffusion relationship is not valid. This 
is because the Fick’s law implicitly assumes an infinite speed of 
propagation of mass in any media. In reality,  mass travels at a 
large but finite velocity.   Maxwell [1] was the first to propose the 
relaxation concept and used it to predict the Visco elasticity of 
materials. Cattaneo [2] and Vernotte [3] provided an augmented 
expression for heat conduction as equation which when combined 
with the energy balance results in hyperbolic damped wave partial 
differential equation.  By analogy the  Cattaneo and Vernotte non-
Fick diffusion and relaxation equation can be written as; 
 
J  =  -D∂C/∂x  -  τr ∂J/∂t        (1) 
  

The theoretical study of the Cattaneo and Vernotte equation to 
describe heat conduction and relaxation was reviewed by  Osizik 
and Tzou [4],  Joseph and Preziosi [5,6].   Recent Experimental 
evidence for hyperbolic wave propagative and relaxation heat 
equation  report a relaxation time of the order of 20 – 30 seconds 
by   Mitra, Kumar, Vedavarz and Moellami  [7].  Very little work is 
reported in the implications of wave propagation in diffusion and 
simultaneous reaction studies. In this study a analytical solution is 
developed for the hyperbolic wave diffusion and relaxation 

problem for different geometries such as the finite slab, cylinder 
and sphere. 
 
Analysis 
 Finite Slab at Constant Wall Concentration.  Consider a 
finite slab of width 2a with an initial concentration at   C0.   The 
sides of the slab are maintained at  constant  concentration Cs. The 
governing  equation can be obtained by eliminating Jx   between 
Eqs. (1) and the equation from mass balance,  -∂J/∂x  - k”’C   =  
∂C/∂t, where k”’,   is the simple first order reaction rate constant.  
This is achieved by differentiating Eq.(1) with respect to x and the 
balance equation  with respect to t and eliminating the second cross 
derivative of J with respect to x and time.  Thus, 
 
τr  ∂

2 C/∂ t2  +  ( 1 + k*)∂C/∂ t  +  k”’C    =   D ∂2C/∂x2     (2) 
 
Let   τ   =   t/τr; X  =   x/sqrt( Dτr); k*    - (k”’τr )        (3) 

 
The governing equation in the dimensionless form is then; 
 
k* C+  ∂C/∂τ ( 1 + k*)   +   ∂2 C/∂τ2       =  ∂2 C/∂X2   (4) 

 
The solution can be assumed to consist of a steady state part 

and a transient part, i .e.,  C   =  Ct  +  Css.    The steady state part 
and boundary conditions can be selected in such as fashion that the 
transient portion becomes homogeneous. 
 
∂2 Css /∂X2    =    k* Css         (5) 

 
The Boundary Conditions are 

 
X = 0,  ∂Css /∂X   = 0        (6) 
 
X  = ± a/sqrt(Dτr ),   Css  =  Cs      (7) 
 

The solution for Eq. (5) can be written in terms of the 
hyperbolic sine and cosine functions as; 
 
Css  =   A1Sinh ((k*)1/2X)  +  A2Cosh ((k*)1/2X)   (8) 

 
Applying the boundary condition given in Eq. (6) it can be 

seen that A1 = 0.  Solving for A2  from Eq. (8). 
 
Css/Cs  =   Cosh ((k*)1/2X) / Cosh ((k*)1/2Xa )    (9) 

 
The equation and time and space conditions for the transient 

portion of the solution  can be written as; 
 
∂2 Ct/∂ τ2  +  ( 1 + k*)∂ Ct /∂ τ  +  k”’ Ct     =   D ∂2Ct /∂X2    (10) 
 
Initial Condition :  τ = 0,    Ct   = C0            
 
Final Condition:  τ = ∞,   Ct   = 0      (12) 

The Boundary Conditions are now homogeneous after the 
expression of the result as a sum of steady state and transient parts 
and are; 
 
∂Ct /∂X    = 0, X = 0         (13) 
X = Xa , Ct = 0                  (14) 
 
  The solution is obtained by the method of separation of 
variables. Initially the damping term is eliminated using a 
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substitution such as   Ct = W exp(-nτ).   Eq. (10) then becomes at n 
= ½ ( 1 + k*)      
 
Wxx =  -(  |1  -  k* | )2  W /4   +   Wττ                              (15) 

 
Eq. (15) can be solved by the method of separation of 

variables.  
 
Let W =  g(τ) φ (X)                   (16) 
 
Eq. (15) becomes, 
 
g(τ) φ” (X) =  -( |1  -  k* | )2 g(τ) φ(X)/4    +  g”(τ) φ(X) (17) 

       
Or φ” (X)/ φ(X)  = -( |1  -  k* | )2 /4  +  g”(τ)/ g(τ)  =  -λn

2  (18) 
   
The space domain solution is; 
 
φ(X) =  c1Sin(λnX)  +  c2Cos(λnX)       (19) 
 
From the boundary conditions,  
 
At X = 0,  ∂φ/∂X = 0, it can be seen that , c1  = 0       (20)  
φ(X) =  c1Cos(λnX)           (21) 
From the boundary Condition  given by Eq. (13),  
0  =  c1Cos(λnXa)            (22) 
(n + ½)π   = λnXa 
λn  =   (n + 1/2)π sqrt(Dτr)/a ,  n = 0,1,2,3…     (23) 
 
The time domain solution would be, 
 
g  =  c3 exp(sqrt(( |1  -  k* | )2 /4  -λn

2) τ )+   c4 exp(-sqrt(( |1  -  k* | 
)2 /4  - λn

2)τ)                        (24) 
 

From the FINAL condition given by Eq.(12), not only the 
transient concentration has to decay out to 0 but also the wave 
cocentration. As,  W = Ct exp(τ/2), at time infinity the transient 
concentration is zero and as any number multiplied by zero is zero 
even if it is infinity, W = 0 at the final condition. Applying this 
condition in the solution Eq.(24) it can be seen that c3 = 0.  Thus, 

 
Ct   =     ∑0

∞ C0 2(-1)n /(n+ 1/2)π exp(-τ/2) exp(-sqrt(( |1  -  k* | )2 
/4   -λn

2)τ)Cos(λnX)             (25) 
 

λn is described by Eq. (23).   Cn can be derived using the 
orthogonality property and can be shown to  be C0 2(-1)n /(n+ 1/2)π 
. It can be seen that the model solutions given by Eq. (25) is 
bifurcated. i.e., the characteristics of the function change 
considerably when a parameter such as the  width of the slab is 
varied. Here a decaying exponential becomes exponentially 
damped cosinous. This is referred to as subcritical damped 
oscillatory behavior.  For  a <  π sqrt(D τr)/(| 1 – k*| ) even for n =1, 
all the terms in the  infinite series will pulsate.  This when the 
argument within the square root sign in the exponentiated time 
domain expression becomes negative and the result becomes 
imaginary. Using Demovrie’s theorem and taking real part for 
small width of the slab,   
 
 Ct   =    ∑0

∞ cnexp(-τ/2) Cos(sqrt((λn
2  -  |1  -  k* | )2 /4)τ)Cos(λnX)   

            (26) 
 
 

 Finite Cylinder at Constant Wall Concentration.  Consider 
a finite  cylinder of radius  R with a initial concentration of  C0.   
The sides of the  cylinder are maintained at a finite concentration of 
Cs.     The governing   equation from mass  balance which is,  (-
1/r∂(rJ)/∂r  - k”’C =  ∂C/∂t )   is achieved by differentiating Eq.(1) 
with respect to r and the balance equation  with respect to t and 
eliminating the second cross derivative of J with respect to r and 
time.  Then the equation is non-dimensionalized to give;    

 
∂2 C/∂τ2  +  (1 + k*)∂C/∂τ  + k*C    =  (∂2 C/∂ X2  +  1/X  ∂C/∂ X )  
            (27)  
 
where τ   =   t/τr ;   X  =   r/sqrt( D τr);   k*  =  k”’ τr (28) 
The initial condition 
τ = 0,  Vr,   C  =  C0        (29) 
τ >  0,   X =  0,   ∂C/∂X =  0       (30) 
τ  > 0,    X = R/sqrt(D/τr),    C   =  Cs     (31) 
 
 The solution can be expressed as a sum of  a steady state part and a 
transient part.  i.e., C   =  Css  +  Ct. 
The  steady state part is given by;  
 
k* Css     =  (∂2 Css /∂ X2  +  1/X  ∂ Css /∂ X )     
            (32) 
 
This can be recognized as a modified Bessel differential equation 
of the zeroth order; 
  
Css /Cs =   I0 (k*1/2 X) /  I0 (k*1/2 Xs)     (33) 
 
The transient portion of the concentration is governed by; 
∂2 Ct /∂τ2  +  (1 + k*)∂ Ct /∂τ  + k* Ct     =  (∂2 Ct /∂ X2  +  1/X  ∂ Ct 
/∂ X )           (34) 

 
The solution is obtained by the method of separation of variables. 
Initially the damping term is removed using a Ct  = W exp(-nτ)  
substitution. Eq. (34)   becomes  at n = (1 +  k*)/2 
 
Wxx +  WX /X=  W ( - (1 -  k*)2/4 )  +   Wττ    (35) 
 
The solution to equation (35) is obtained by the method of 
separation of variables. 
  
Let W = g(τ) φ (X)         (36) 
Then,  (φ”  + φ’/X )/φ  =  g” /g -  |1 -  k*|2/4  =  -λn

2   
            (37) 
Or X2 φ”  + X φ’  + X2λn

2  φ  = 0      (38) 
 
This can be recognized as the Bessel equation: 
V = c1 J0 (λnX)         (39) 
 
c2  can be seen to be zero as φ is finite at X = 0 from boundary 
condition given by Eq. (30). From the boundary condition given by 
equation (31) with the non-homogeneity attributed to the steady 
state portion of the solution; 
 
Ct =  0 = c1 J0 (λn R/sqrt(D τr ))      (40) 
 
or λn  =  sqrt(D τr )/R(2.4048 + (n-1)π ),  where n = 1,2.3…(41) 
 
Now,  φ” /φ  =   |1 -  k*|2/4    -λn

2      (42) 
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or    
 
φ  =  A exp (-sqrt((1 -  k*)2/4    -λn

2 )τ  + B exp (+sqrt((1 -  k*)2/4    
-λn

2 )τ             (43) 
 

B can be seen to be zero as the system decays to steady state .  
W = Ct exp(1+k*)τ/2.  At infinite time the value of the transient 
concentration  is zero and the product of 0 and infinity, is zero and 
hence W is zero and so B has to be set to 0.   
 
For |1 -  k*|/2      <  λn        (44) 
 
Or R  <   sqrt(D τr )(4.8096)/|1 – k*|     (45) 
 
 When equation (44) is satisfied the solution in time domain 
becomes periodic.  Thus the general solution is bifurcated 
depending on the value of R with respect to the binary diffusivity 
and relaxation time. 
 
Ct     =   ∑1

∞ An   exp (-1/2 - sqrt((1 -  k*)2/4    -λn
2 )τ J0 (λnX) 

            (46) 
 

Where An can be obtained from the principle of orthogonality and 
the initial condition   
  
An  =  C0∫0

XR J0 (λnX)dX   /∫0XR J0 2(λnX) dX    (47) 
 
 The nature of Eq. (46) is bifurcated. For values of R  <  sqrt(D τr 
)(4.8096)/|1 – k*|. 
 
Ct  =    C0 ∑1

∞ An   exp (-1/2τ ) Cosτ(sqrt(λn
2 - (1 -  k*|2/4) J0 An X)

            (48) 
where An,  is given by equation (47) and λn  given by equation (41). 
 
 Finite Sphere with Constant Wall Concentration.  Consider 
a finite sphere of radius  R with a initial concentration of  C0.   The 
sides of the   sphere are maintained at a finite concentration of Cs.     
The governing mass balance equation from mass  balance and the 
constitutive relation for wave diffusion and relaxation  which can 
be written after non-dimensionalization as; 
 
  X2∂2 C /∂X2  + 2X∂C /∂X    -   k* C   =∂2 C/∂τ2  +  (1 + k*)∂C/∂τ  
              (49) 
 
Where,  τ   =   t/τr ; X  =   r/sqrt( D τr); k* = (k”’τr)     
            (50) 

 
The four conditions in space and time are; 
τ = 0,  Vr,   C  =  C0        (51) 
τ >  0,  X =  0,   ∂C/∂X =  0                    (52) 
τ  > 0,     X = R/sqrt(Dτr)     C   =  Cs                  (53) 
τ =∞,    C  =  Cs                      (54) 
  
The solution to the concentration can be expressed as a sum of a 
transient portion and a steady state portion inorder to ensure that 
the transient boundary values are homogeneous. 
 
  Let,   C   =  Ct  +  Css. 
 
The steady state part and boundary conditions can be selected in 
such a fashion that the transient portion becomes homogeneous.   

The steady state portion of the concentration and the boundary 
Conditions are; 
 
X2∂2 Css /∂X2  + 2X∂ Css /∂X    -   k* Css    = 0   (55)  
 
X = 0,  ∂Css /∂X   = 0        (56) 
X  = R/sqrt(Dτr ),   Css  =  Cs       (57) 
 
Eq. (55) can be recognized as a Bessel differential equation. The 
solution is; 
Css    =  c1 I1/2 (Xk*1/2)/X1/2    +   c2I-1/2 (Xk*1/2)/X1/2  (58) 

 
Since the concentration is finite at X = 0 , c2 is set to zero.  Solving 
for c1  from the boundary condition given in Eq.(57) the solution at 
steady state is; 
 
Css/Cs   =  XR

1/2 I1/2 (Xk*1/2)/ I1/2 (XR k*1/2)X1/2     (59) 
 
The solution of the transient part is the rest of the problem: 
 
(1 +  k*) ∂Ct /∂τ    +   ∂2 Ct /∂τ2      + k*Ct     =  ∂2 Ct /∂X2   +    
2/X∂ Ct /∂X          (60)  
  
The four conditions become; 
 
Initial Condition : Ct = C0       (61) 
Final Condition : Ct  = 0        (62) 
X = 0,  Ct  = finite         (63) 
X = XR ,  Ct  = 0         (64) 

 
The solution is obtained by the method of separation of 

variables. Initially the damping term is removed using a Ct  = W 
exp(-nτ)  substitution. Eq. (60)  becomes at n = (1 +  k*)/2 
 
Wxx +  2WX /X=  W ( - (1 -  k*)2/4 )  +   Wττ    (65) 

 
The solution to equation (65) can be obtained by the method of 
separation of variables. 
 
Let W = g(τ) φ (X)         (66) 
 
Then,  (φ”  + 2φ’/X )/φ  =  g” /g -  |1 -  k*|2/4  =  -λn

2  (67) 
Or X2 φ”  + 2X φ’  + X2λn

2  φ  = 0      (68) 
 
This can be recognized as the Bessel equation of the 1/2th order: 
 
V = c1 X-1/2 J1/2 (λnX)        (69) 

 
c2  can be seen to be zero as φ is finite at X = 0 from boundary 
condition given in Eq. (63). 
 
0 = c1 J1/2 (λn R/sqrt(D τr ))/X1/2      (70) 
or λn  =  nπ sqrt(Dτr)/R     where  n = 0, 1, 2,3…   (71) 
Now,  φ” /φ  =   |1 -  k*|2/4    -λn

2      (72) 
 
or   φ  =  A exp (-sqrt((1 -  k*)2/4    -λn

2 )τ  + B exp (sqrt((1 -  
k*)2/4    -λn

2 )τ           (73) 
 

B can be seen to be zero as the system decays to steady state 
from the FINAL condition given in equation (54).  W = 
uexp(1+k*)τ/2.  At infinite time the value of u is zero and the 
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product of 0 and infinity, is zero and hence W is zero and so B has 
to be set to 0.   
 
 Ct     =   ∑0

∞ An   exp (-(1+ k*)/2 - sqrt((⎟1 -  k* ⎢)2/4    -λn
2 )τ J1/2 

(λnX)/X1/2          (74) 
 
Where An can be obtained from the principle of 

orthogonality at the initial condition. 
   
C0    =  ∑0

∞ An   J1/2 (λnX)/sqrt(X)     (75) 
 
  Multiplying both sides of the equation by  J1/2 (λmX) and 
integrating between the limits of 0 and R/ sqrt(Dτr ) and using the 
principle of orthogonality; 
 
An  =  ( C0 )∫0XR J1/2 (λnX)/sqrt(X)dX  /∫0XR J1/2 2(λnX)/sqrt(X )dX
            (76) 

 
For terms in the infinite series where the (λn  >  ⏐1 – 

k*⏐/2 ) the exponentiated time domain terms become negative 
within the square root and using the De Movrie’s theorem the real 
part gives the Cos (( λn

2 - (⎟1 -  k* ⎢)2/4 )1/2τ ). 
 

Nomenclature 
a                           width  (m) 
C                          concentration (mole/cu.m) 
D                          diffusivity  (sq.m/s) 
J                           mass flux ( mole/sq.m/s 
k’’’                       first order reaction rate constant (sec-1) 
k*                         (k”’τr ) 
τ                           t/τr  
X                          x/sqrt( Dτr) 
τr                          Relaxation Time (s) 
 
Subscript 
0                             initial 
i                              integration constant i, i = 1,2,3,4. 
k                            indice.  
r                              relaxation time 
s                              surface 
 
Superscript 
ss                           steady state 
t                             transient state 
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Introduction 

The successful development of aberration correctors for the 
scanning transmission electron microscope (STEM) has more than 
doubled the achievable spatial resolution in the last few years, and the 
direct imaging of a crystal lattice at sub-Angstrom resolution has 
recently been demonstrated.1 The sub-Angstrom probe has the same 
current as the uncorrected probe, but it is concentrated into a much 
smaller diameter with much greater peak intensity. It therefore allows 
the imaging of single atoms on real catalyst supports with much 
greater resolution and signal to noise ratio than before, making the 
aberration-corrected STEM an ideal instrument for correlating atomic 
structure of catalysts to chemical reactivity. Here we present several 
examples of the capabilities realized by such instruments, carried out 
using the VG Microscopes HB603U STEM at Oak Ridge National 
Laboratory (ORNL), equipped with a Nion aberration corrector. This 
machine operates at an accelerating voltage of 300 kV and produces a 
beam size of 0.6 Angstroms.1
 
Experimental Results 

Pt trimers on γ-Al2O3. The first images to show that Pt clusters 
could form trimer-like structures on the surface of a high surface area 
γ-Al2O3 were obtained several years ago by uncorrected STEM.2 That 
work showed that extremely small clusters, even single atoms, might 
be catalytically important, but the precision of the experimental data 
on the interatomic distances was insufficient to choose among the 
competing mechanisms of trimer formation. The improved sensitivity 
after aberration correction is striking, as shown in Figure 1. These 
images demonstrated that the Pt-Pt distances in the trimer differ 
significantly from those in bulk Pt. A thorough theoretical study has 
shown that the experimentally observed geometry can only be 
achieved in an adatom cluster capped by an OH- group.3 Additionally 
it was demonstrated that unlike the metastable Pt3 cluster, the Pt3OH 
formation was stable and had slightly electron-deficient character (Pt3 
was found to be slightly electron-rich). This finding relates directly to 
the Lewis acidity and catalytic activity of the Pt/ γ-Al2O3 catalysts. 

Au nanoparticles on TiO2. Au is not a good catalyst in bulk or 
in the form of large particles, but when prepared as nanoparticles on 
an oxide support, it becomes one of the most active catalysts for the 
oxidation of CO to CO2. The cause of this activity has been a mystery 
for many years, with several explanations proposed. Early work 
showed that there is a correlation between particle size and activity,4,5 
although it is difficult to see the smallest nanoparticles by 
conventional TEM, hindering the identification of likely sites and 
mechanisms. More recent work on model systems has shown that the 
thickness may be more important than the lateral extent, with bilayer 
structures having the highest activity.6  
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 1. Z-contrast STEM image of Pt trimers and dimers on the 
surface of γ-Al2O3 before (a) and after (b) aberration correction. Two 
Pt3 trimer structures are circled; inset - measured interatomic 
distances. A hint of the alumina lattice is also visible. (c) Schematic 
of the configuration for the Pt3OH unit on the (110) surface of γ-
Al2O3, determined by first-principles calculations, with closely 
matching interatomic distances. 
 

We have used aberration corrected STEM to image the clusters 
of a Au catalyst prepared by deposition/precipitation onto 
nanocrystalline anatase. Following mild reduction in 12%-H2 at 423 
K, the catalyst showed 50% conversion at 235K as measured in a 
plug-flow reactor, with a reaction rate of about 3.5 x 10-3 moles 
CO/(mole Au s), which is comparable to the highest reported in the 
literature at this temperature. As seen in Figure 2, most of the 
nanoparticles are 1-2 nm diameter, and quantifying the thicknesses by 
comparing to image simulations revealed that they are just 1 or 2 
layers thick. Furthermore, the contrast seen in the image is in fact that 
of the TiO2 substrate showing right through the Au nanoparticles. 
Since we certainly have the resolution to resolve a Au crystal, and 
none were seen on this sample, it seems likely that the nanoparticles 
may be in a liquid state.  

XANES studies were carried out on the catalysts to determine 
the Au oxidation state during catalysis. Results show that no more 
than a few percent of the Au could be oxidized in the most 
catalytically active state. Introducing reactants into the gas stream 
resulted in no detectable changes to the XANES data. Once reduced, 
the Au particles are not reoxidized by exposure to air at room 
temperature or even at 573 K, and so are unlikely to re-oxidize under 
reaction conditions or during transfer into the STEM.  

Therefore we believe that the images shown in Figure 2 are 
representative of the active state of the Au nanocatalysts. Based on 
these images, it was then possible to perform first-principles 
calculations to investigate the adhesion energies of AuN clusters on 
defect-free TiO2 surfaces and also on the same surfaces with an O 
vacancy.  Single Au atoms adsorb preferentially at O vacancy sites 
with a binding energy about 0.9 eV larger on the O vacancy than on 
the stoichiometric (001) surface. The binding energy of AuN clusters 
at an O vacancy site is approximately constant with the number N of 
Au atoms, suggesting that only the Au atom on the O vacancy site 
forms a strong bond with the substrate. Further evidence for this 

(b) (a) 

(b) 

(c) 
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conclusion is provided by the observation of the relaxed cluster 
structure, which shows one Au atom displaced into the O vacancy 
site. We conclude that O vacancies act as "anchors" to suppress 
coalescence, consistent with earlier calculations.7 Such anchors 
facilitate the high areal density of small clusters. 

Further calculations were carried out of the binding energies of 
CO and O2 molecules. While a single Au atom binds CO and O2 only 
weakly, larger Au clusters, such as Au7 and Au10, can adsorb both 
CO and O2, unlike gold steps or surfaces. Thus it seems that the 
ability to bind both of the reactants is the key to the high activity of 
this unusual catalyst. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. (Left) Z-contrast STEM image showing Au nanoparticles 
on a titania flake. Most of the nanoparticles are between 1 and 2 nm 
in diameter and are 1 to 2 layers thick. First-principles calculations 
for the nanoparticles observed shows that they are capable of bonding 
both CO (right top) and O2 (right bottom), enabling the high catalytic 
activity.  
 

La-stabilization of supports. γ-Al2O3 is used extensively as a 
catalytic support material because of its high porosity and large 
surface area but at temperatures in the range 1000-1200ºC transforms 
rapidly into the thermodynamically stable α-Al2O3 phase (corundum), 
drastically reducing the surface area and suppressing the catalytic 
activity of the system. The phase transformation can be shifted to 
higher temperatures by doping with elements such as La but 
previously it was not possible to establish if dopants enter the bulk, 
adsorb on surfaces as single atoms or clusters, or form surface 
compounds.  

A Z-contrast image of a flake of La-doped γ-Al2O3 in the [100] 
orientation is shown in Figure 3. The square arrangement of Al-O 
columns is clearly resolved. Single La atoms are visible in the form 
of brighter spots on the background of thicker but considerably 
lighter γ-Al2O3 support. Most of the La atoms are located directly 
over Al-O columns (site A), but a small fraction also occupies a 
position shifted from the Al-O column (site B). The images reveal 
clearly that there is no correlation in the distribution of dopant atoms, 
and a through focal series shows they are located on the surfaces of 
the flake. Density functional theory calculations have demonstrated 
that La atoms are very strongly bound to the γ-Al2O3 surfaces 
(binding energy 7-8 eV), considerably stronger than to the α-alumina 
surface (binding energy 4.3 eV). Thus it became apparent that the 
stabilization is achieved by single La atoms adsorbed on the γ-Al2O3 
surface, which improve its stability with respect to phase transition 
and make sintering highly unfavorable.8 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. (left) Z-contrast image of La atoms on a γ-Al2O3 flake in 
[100] orientation. (Right) Schematic of the configuration for the La 
atom determined by first-principles calculations. 
 

Discussion and future directions.  The aberration-corrected 
STEM provides the sensitivity to image individual transition metal 
and rare earth atoms on light oxide supports, allowing new insights 
into many issues of catalysis. Developments are presently underway 
to provide an in-situ capability for reactive gases and elevated 
temperatures to provide conditions closer to those of the active 
catalyst. In addition, an unanticipated benefit of aberration correction 
is the greatly enhanced depth resolution, which allows three-
dimensional images to be formed by the technique of depth slicing, 
maintaining single atom sensitivity. Presently the depth resolution is 
~ 2 nm, but this should improve to  
~ 1 nm in future generations of aberration-corrected STEM. 

2nm
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Introduction 

The interaction of light with metal nanoparticles produces a 
range of physical and chemical phenomena that impact an 
extraordinary breadth of basic science research and technological 
applications related to fuel chemistry. Areas of interest include 
surface enhanced Raman scattering (SERS),1-3 photocatalysis,4 and 
molecular sensors,5 to name only a few. These applications are 
frequently the result of the confined optical field, or evanescent field, 
that is produced when the surface plasmon resonance of metal 
nanoparticles is optically excited. An understanding of the spatial 
profile of the intensity of this field is critical for understanding the 
adsorbate/nanoparticle interactions, or what types of structures can 
optimize the strength, confinement, and plasmon resonance energy 
for a particular application. In this presentation, the application of 
near-field scanning optical microscopy (NSOM) towards imaging 
metal nanoparticles and functionalized nanoparticle heterostructures 
is described. Our emphasis is on the use of NSOM to understand the 
chemical and physical adsorbate interactions with the metal 
nanoparticles. A specific example is that of metal-organic nanometer-
sized complexes formed by the J-aggregates from cyanine dyes 
adsorbed on silver (Ag) nanoparticles using NSOM. Comparing 
results obtained on both bare and J-aggregate coated particles we 
show that the near-field contrast is sensitive to optically induced 
charge transfer occurring between the particle and the J-aggregates. 

 
Experimental 

We used the procedure described by Kometani et al. to prepare 
the J-aggregate coated Ag nanoparticles.6 The dye used was a 
cyanine derivative, 5,5’-dichloro-3,3’-disulfopropylthiacyanine 
sodium salt (TC, Hayashibara Biochemical Laboratories, Japan). The 
ground state absorption spectrum of the Ag/J-aggregate complex in 
solution shows a slightly red shifted plasmon frequency to ca. 400 
nm, and a new absorption band at ca. 475 nm representative of J-
aggregation on the nanoparticle. A schematic of the dressed particle 
(DP) is shown in the inset of Fig. 1. Far-field transient absorption 
spectroscopy combined with fluorescence spectroscopy strongly 
suggest that a charge transfer from the J-aggregates to the particle is 
likely to occur subsequent to the particle plasmon excitation 
(pictured in the inset of Fig. 1), quenching the radiative relaxation 
pathway the J-aggregates show in solution.7,8

The near-field optical (NFO) distribution was probed using a 
commercially available silicon tip (NCH-W, Nanosensors). An 
atomic force feedback loop (Multimode/IIIa, Digital Instruments) 
insured a constant probe to sample distance regulation in the 
intermittent contact mode. A microscope objective (0.28 NA, 33 mm 
working distance) collects the field diffracted by the probe-to-sample 
interaction at an angle of 75o from the probe axis in the 
backscattering direction with respect to the incident wave vector (see 
Fig. 1). The polarization of the resulting collimated beam is then 
analyzed and subsequently focused onto an optical fiber (0.2 NA, 
100 µm core diameter) with a 3 cm focal length lens. The output of 
the fiber is incident on a photomultiplier tube (Hamamatsu H5773-
01) via an interference filter centered at 400 nm and is lock-in 
demodulated to provide the NFO signal. Unless otherwise stated, the 

images presented here are recorded at the probe vibration frequency f 
(f ~ 330 kHz) and for a probe vibration amplitude of ca. 50 nm. 

 
Figure 1.  The basic operation of apertureless NSOM is shown. 
Scattering lobes radiated from the probe/sample interaction region 
are collected in the far-field by the detection optics. In some 
configurations, such as tapping mode, a lock-in can be used to 
demodulate the signal for better signal to noise. 

 
Results and Discussion 

The NFO response from the plasmon oscillation of a bare Ag 
nanoparticle is first investigated. For this purpose the Ag 
nanoparticle is illuminated with a transverse magnetic (TM) 
polarized field at a wavelength of 415.4 nm. Figure 2 presents the 
AFM (Fig. 2(a)) as well as the corresponding NFO image (Fig. 2(b)) 
for a 40 nm diameter particle. The NFO contrast corresponds to the 
component of the scattered field polarized parallel to the plane of 
incidence (see Fig. 1). Figure 2(b) features both strong spatial 
confinement and local enhancement that are characteristic for the 
particle resonant near-field response. 

We found contrasting changes to both Fig. 2(b) and the far-field 
results obtained on the DP when characterizing the NFO response of 
the DP. Briefly, we will show that: (i) the evanescent field scattered 
by the bare Ag particle is absorbed by the J-aggregates; (ii) NFO 
images support strong evidence for the occurrence of charge transfer 
between the J-aggregates and the nanoparticle. 

Figure 3(a) represents the AFM contrast for a 40 nm diameter 
DP and Figs. 3(b)-(d) are the corresponding NFO images obtained 
under different detection conditions. For conditions identical to Fig. 

 

1µm 
Figure 2. Ag nanoparticle illuminated in total internal reflection 
at 415.4 nm on a glass substrate. (a) and (b) correspond to the 
respective AFM and NFO contrasts of a 40 nm diameter Ag 
particle. The illumination polarization is TM and the NFO image 
represents the field polarized parallel to the plane of incidence. 
Scan sizes are 3.6 µm. 
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2(b), the NFO distribution for the DP loses the characteristic features 
of Fig. 2(b) as a much weaker and more complicated contrast is 
observed in Fig. 3(b). Although both Figs. 2(b) and 3(b) relate to 
highly absorbing objects, this absorption leads to an intense 
evanescent near-field scattering only for the bare particle (Fig. 2(b)). 
This observation is supported by the far-field transient spectroscopy 
experiments showing that the J-aggregates absorb the field scattered 
by the particle plasmon oscillation; internal damping provides the 
subsequent relaxation pathway for the energy absorbed by the DP.7

Recording the DP near-field response at the harmonics nf (n 
integer >1) of the probe vibration frequency f supports the occurrence 
of energy transfer between the Ag particle and its J-aggregate 
coating. Indeed, the DP shows very similar NFO contrasts up to 4f; 
Fig. 3(c) obtained at 2f illustrates such a contrast. This image shows 
that a highly spatially confined field is present in the vicinity of the 
DP and the existence of similar contrasts for higher harmonics 
underlines this confinement. In fact, the appearance of non-linearities 
in the DP near-field modulation demonstrates the severe local nature 
of the interaction between the probe and the DP. This observation 
along with the far-field results showing a quenching of the 
fluorescence suggests that the DP is emitting light upon strong 
interaction with the probe, i.e. the vicinity of the probe opens a 
radiative relaxation channel for the DP. In Fig. 3(c), elastic scattering 
originating directly from the plasmon scattering and mediated by the 

J-aggregate coating is taking place. However, the distinction of the 
two scattering mechanisms is difficult to rule out at this point.  

To gain more insight on these results we collected the emission 
from the J-aggregates expected around 475 nm. For this purpose, the 
resonant excitation of the DP plasmon oscillation is preserved at 
415.4 nm while a band-pass filter centered at 450 nm is inserted in 
the collection system to collect the emission of interest. Figure 3(d) 
represents the NFO contrast obtained under these conditions, where 
emission is observed only at the DP location. As opposed to 
spontaneous emission for which light is usually detected at some 
distance from the emitting object, the spatial confinement of the 
source in Fig. 3(c) supports the above-mentioned interpretation 
suggesting that the probe provides the radiative relaxation channel 
for the DP, leading to the emission of light by the J-aggregates. 

 
Conclusion 

The optical near-field properties of nanostructured complexes 
formed by J-aggregate coated Ag particles have been experimentally 
studied using NSOM. Our results show that the J-aggregates 
adsorbed on the Ag particle absorb the light scattered in near-field by 
the resonantly excited plasmon oscillation in the dressed particle. A 
new radiative relaxation channel opened by the presence of the probe 
near the dressed particle introduced high anharmonicity in the light 
modulated by the probe vibration. Hence, analyzing the near-field 
images at the harmonics of the probe vibration frequency enabled us 
to observe energy transfer occurring between the Ag core and J-
aggregate coating in the dressed particle. Evidence of fluorescence 
from the J-aggregates further supports this observation. 

 (a) 

1 µm 
Ek

(b)

1 µm 

Ek

(d

1 µm 

(c) 

E k 
1 µm 

 
Figure 3. J-aggregate coated Ag particle (referred in the text as 
Dressed Particle DP) illuminated in total internal reflection on a 
glass substrate (situation of Fig. 1). (a) corresponds to the AFM 
contrast of a 40 nm diameter DP. (b)-(d) correspond to the near-
field optical response of this particle for identical excitation but 
different detection conditions. The illumination wavelength is 
415.4 nm and the polarization is TM. The NFO images represent 
the field polarized parallel to the plane of incidence. (b) has been 
recorded in the same conditions as Fig. 2(b): the optical signal 
modulated at the probe vibration frequency f is shown. (c) 
represents the second harmonic (2f) contribution to the optical 
signal modulated by the probe. (d) represents the emission from 
the J-aggregates at ca. 475 nm. A white dotted outline in (b) and 
(c) indicates the location of the particle, as obtained from the 
corresponding AFM images not shown here. Scan sizes are 3.34 
µm for (a)-(b), 2.8 for (c) and 3.22 µm for (d). 
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Introduction 

Combustion of coal, petroleum-based fuels and biomass results 
in considerable amounts of particulate matter (PM) being emitted to 
the ambient environment. Epidemiological studies have identified 
significant associations between elevated levels of airborne PM and 
acute adverse human health effects (1, 2). Several particle-related 
parameters, such as size, composition and solubility, have been 
linked with adverse health effects. However, there still remains 
considerable uncertainty regarding the actual toxicity mechanisms. 
Although conventional bulk analyses have been used to determine 
particulate species, such analyses do not provide adequate 
characterization of individual particles whose physical and chemical 
characteristics may more directly correlate with the potential 
toxicological mechanisms and govern their environmental impact. It 
is therefore desirable to develop and apply techniques that are 
capable of obtaining information on the size, morphology, 
composition, microstructure and crystallinity of individual particles. 

In this study, we have applied a combination of analytical 
transmission electron microscopy (TEM) techniques including energy 
dispersive x-ray spectroscopy (EDS), selected area electron 
diffraction (SAED) and high-resolution TEM (HRTEM), high angle 
annular dark field (HAADF) scanning TEM (STEM), energy-filtered 
TEM (EFTEM) and electron energy loss spectroscopy (EELS) for the 
characterization of individual fine and ultrafine particles generated 
from combustion of coal, residual oil, diesel, gasoline, jet fuel and 
hard wood. Information on the microcharacteristics of different types 
of combustion-generated particles may aid epidemiological and 
toxicological studies aimed at discovering the underlying 
mechanisms that cause adverse health effects. In addition, such 
information also can be used in source apportionment studies that 
identify and quantify different source contributions to ambient PM. 
 
Experimental 

Coal fly ash (CFA) and residual oil fly ash (ROFA) PM samples 
were generated from combustion experiments conducted at the U.S. 
Environmental Protection Agency (EPA) National Risk Management 
Research Laboratory (NRMRL) at Research Triangle Park, NC. The 
CFA and ROFA were separated by a cyclone apparatus into fractions 
with mean diameter >2.5 µm (PM2.5+) and <2.5 µm (PM2.5). Three 
CFA PM samples including Western Kentucky PM2.5, Wyoming 
PRB PM2.5 and Montana PM2.5, and two ROFA PM2.5 samples 
(Baseline #5 PM2.5 and high-sulfur #6 PM2.5) were examined in this 
study. The diesel PM sample was produced at the diesel test engine 
facility at the University of Utah using a two-stroke diesel test engine 
(Kubota Z482B, 482 cc displacement, 2200 rpm, 6 ft.lb load).  The 
fuel/air ratio was 0.013. The diesel fuel was a 50:50 mixture of the 
Chevron/Phillips reference fuels, T-22 and U-15, with an average 
cetane number of 46.7 and a sulfur content of 79 ppm. The gasoline 
PM was produced from a passenger vehicle at Ford Motor Company. 
PM samples from T-80 jet engine exhaust were collected at the test 
combustion facilities of the Wright Patterson Air Force Research 

Laboratory. The hard wood PM sample was generated in combustion 
experiments conducted at the Lovelace Respiratory Research Institute 
(LRRI). These PM samples were either collected directly on TEM 
grids coated with lacey carbon or holey carbon films or received as 
powders. For powder PM samples, small amounts of them were 
dispersed in acetone first and then several drops of the suspensions 
were transferred to TEM grids coated with lacey carbon or holey 
carbon films. A 200 kV field emission analytical transmission 
electron microscope (JEOL JEM-2010F) equipped with an ultrathin-
window Oxford energy dispersive x-ray spectrometer, a STEM unit, 
and a Gatan imaging filter (GIF) system was used to examine the PM 
samples.  
 
Results and Discussion 

Coal fly ash. Micron-sized CFA particles from different 
geological regions have been well studied in the past, however little 
compositional and structural information is available on ultrafine 
CFA particles. In this study, differences in the morphology, 
composition and microstructure between micron-sized and ultrafine 
particles have been observed in three CFA PM2.5 samples. The 
micron-sized inorganic CFA particles are dominated by 
aluminosilicates that typically have spherical morphologies. The 
eastern/bituminous CFA sample (Western Kentucky PM2.5) exhibits 
significant amounts of Fe-aluminosilicates, whereas the western/low 
rank CFA samples (Wyoming PRB and Montana) contain significant 
Ca-aluminosilicate particles. More detailed results are available 
elsewhere (3). 

The ultrafine fraction of inorganic particles in the Western 
Kentucky PM2.5 sample shows abundant discrete crystalline particles 
rich in Fe, Ti and Al. They are typically encapsulated in or associate 
with char particles in the form of nanocrystals. Crystalline phases, 
such as magnetite, rutile, lime, and Fe-Al spinel have been identified. 
Fe-aluminosilicate particles exhibit nonuniform distributions of Fe, 
Al and Si. Figure 1 left shows the TEM bright-field image of a Fe-
aluminosilicate particle. Fe-rich ultrafine spherules are clearly 
revealed in the Fe L-edge energy-filtered elemental map (Figure 1, 
right). These spherules can be either cubic Fe oxides or Fe-Al spinels, 
while the matrix can be either aluminosilicate or silicon oxides. Such 
a composite structure is most likely formed from the crystallization 
and precipitation of spinel oxides from a molten Fe-aluminosilicate 
particle. 

 

   
 

Figure 1. Left: TEM bight-field image of a Fe-aluminosilicate 
particle. Right: Fe-rich ultrafine spherules are revealed from the Fe 
L-edge energy-filtered elemental map. 
 

The ultrafine fractions of the Wyoming PRB and Montana PM2.5 
samples contain considerable amounts of alkaline-earth-element 
aggregates in the form of phosphates, silicates, and sulfates and 
mixed species. Most of them show crystalline or crystalline plus 
amorphous characteristics. Figure 2 shows the typical morphology of 
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ultrafine calcium phosphates observed in the western/low rank CFA 
samples. The primary particles of this aggregate are typically 30-60 
nm in size. EDS spectrum of this aggregate shows dominant Ca and P 
as well as minor amounts of S, Mg and Ba. 
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Figure 2. Micrograph (left) and EDS spectrum (right) of ultrafine 
Western low-rank coal fly ash particles. Cu peaks are due to TEM 
grids. 

 
Carbonaceous particles are also present in the CFA PM samples 

in addition to the inorganic particles. Char particles that typically 
have porous structures with near spherical or irregular shapes are 
typically present in the micron-sized fraction, whereas soot 
aggregates are the dominant features in the ultrafine and submicron 
fractions. Typical ultrafine soot aggregates have near spherical 
primary particles with sizes of 30~50 nm. An onion-like microtexture 
that consists of concentrically stacked graphitic layers can be 
observed in the primary particles. A typical HRTEM image of 
combustion generated soot primary particle is shown in Figure 3. The 
onion-like microtexture in Figure 3 has also been observed in other 
soot primary particles generated from combustion of residual oil, 
diesel, gasoline, jet fuel, and hard wood, which will be discussed 
later. The carbonaceous soot aggregates in the western low-rank CFA 
PM samples are typically mixed or coated with alkali and alkaline 
earth inorganic species, which might be useful as a fingerprint in 
source apportionment studies. 
 

 
 

Figure 3. Typical HRTEM image of a combustion-generated soot 
primary particle showing microtextures consisting of concentrically 
stacked graphitic layers. 
 

Residual oil fly ash. ROFA PM is dominated by carbonaceous 
particles, which exist in two distinctive forms, i.e. as soot aggregates 
with spherical primary particles of size 10 – 80 nm and as larger 
spherical or irregular-shaped porous residual char particles of size 1 - 
20 µm. The microstructure of ROFA soot primary particles also 
exhibits concentrically stacked graphitic layers similar to those of 
soot primary particles present in CFA PM samples. The 
microstructure of char particles exhibits order-deficient arrangements 
of clusters consisting of several subparallel graphitic layers. 
Compositional analyses by EDS indicate that the char particles 

typically have much higher sulfur contents than the soot particles. V 
and P, which are basically absent in the residual oil soot particles, are 
frequently observed in the char particles (4). The metallic elements 
may originate from organically bound species (e.g. porphyrins) in the 
parent fuel. Both types of carbonaceous particles, especially the char 
particles, are often found mixed/coated with external transition metal 
compounds. Figure 4 shows the mapping of carbonaceous particles 
mixed/coated with inorganic species containing S, Ca, V and Ni. 
Such carbonaceous particles could effectively act as a catalyst 
“support” for transition metal compounds that catalyze chemical 
reactions in the atmosphere and biochemical processes in the body. 
 

   
         S map               Ca map 

   
        V map              Ni map 

 
 
 
 
 
Figure 4. HAADF image (left) and STEM/EDS mapping (right) of 
ROFA carbonaceous particles mixed/coated with inorganic 
compounds. 
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Figure 5. Micrograph (left) and EELS spectrum (right) of crystalline 
chromium oxide (Cr2O3) particles identified in ROFA PM samples. 
The SAED pattern (inset) is indexed to a trigonal crystalline 
structure. The Cr L-edge reveals a valence of +3. 

 
Inorganic species in these two high sulfur ROFA PM2.5 samples 

exist mainly in the form of sulfates. In addition, transition metal 
oxides, vanadates, phosphates, and sulfides have also been identified. 
Considerable amounts of the particles exhibit crystalline 
characteristics. Figure 5 (left) shows several chromium oxide (Cr2O3) 
particles. The SAED pattern (inset) reveals a trigonal crystalline 
structure. The valence state of Cr can be obtained from comparison of 
the peak position of Cr L-edges with EELS spectra of Cr compound 
standards. The Cr L-edge EELS spectrum recorded from the particles 
in Figure 5 indicates a valence of +3. The valence state of V in some 
V-rich oxide particles was found to vary from +2 to +5. Individual 
transition metal sulfate, oxide, and phosphate particles typically 
exhibit complex compositions containing multiple metallic elements. 
Many of the oxide particles exhibit a spinel crystalline structure, 
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which is capable of incorporating multiple metallic elements with 
variable valency. More detailed results regarding the ROFA PM 
samples are available in references 4-6. 
 

Diesel PM. Diesel PM is dominated by ultrafine soot 
aggregates. The primary particles typically have a size ~20-50 nm, 
although some smaller (down to 5 nm) or larger (up to 80 nm) 
particles can also be found. The sizes of soot aggregates are typically 
in the range of 0.1-1 µm. The microstructures of the diesel soot 
primary particles are very similar to those of coal and residual oil 
soot primary particles. Concentric arrangements of stacked graphitic 
layers and multiple spherical nuclei surrounded by several graphitic 
layers were observed in many soot primary particles. The measured 
BSU (basic structural unit) parameters of the diesel soot primary 
particles, including the average distance of interlayer spacings (d002), 
the stacked layer length (La) and the layer thickness (Lc) from the 002 
lattice fringe images, are also close to those of coal and residual oil 
soot primary particles. Such results indicate a common characteristic 
of soot particles generated via a vaporization-condensation 
mechanism during different combustion processes. 

The chemical composition of diesel soot primary particles was 
examined by using STEM/EDS. The EDS spectrum (Figure 6 (top)) 
shows a strong carbon peak and a much weaker oxygen peak. The 
sulfur peak is basically indiscernible in the spectrum. In contrast, the 
typical EDS spectrum of coal and residual oil soot primary particles 
(Figure 6 (bottom)) exhibit a much stronger sulfur peak, which 
reflects the higher content of sulfur in the parent fuels. This 
difference could serve as an important compositional signature that 
may be used to differentiate between soot particles generated from 
low-sulfur content fuels and high-sulfur content fuels. 
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Figure 6. Comparison of typical EDS spectra of soot primary 
particles generated from low-sulfur content fuels (top) and from high-
sulfur content fuels (bottom). 
 

Gasoline PM. Two types of carbonaceous particles have been 
observed in gasoline PM. One is the soot aggregates, which typically 
exhibit smaller aggregate sizes and more compact morphologies 
(Figure 7 (top right)) compared to diesel soot aggregates. HRTEM 
images recorded from the soot primary particles also show concentric 
arrangements of stacked graphitic layers, although some of the 
primary particles may have morphologies far deviated from the 
perfectly spherical shape. The EDS spectra of soot primary particles 
are basically very close to those of diesel soot particles. The other 
type of carbonaceous particle exhibits a fuzzy morphology with an 
undefined shape (Figure 7 (top left)). They typically have a size in 
the micron range and show rather refractory behavior under the 
exposure of electron beams. EDS spectra of this type of particle show 
only carbon and oxygen peaks. Since they have a very low contrast 

and show a semi-transparent appearance, they could be the refractory 
organic species condensed from the gas phases.  
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Figure 7.  Micrograph of an organic-type carbonaceous particle (top 
left) and soot aggregates with compact morphologies (top right) 
observed in gasoline PM samples. Their carbon K-edge EELS spectra 
are shown in the figure below. 
 

The microstructural differences between these two types of 
carbonaceous particles are reflected in their carbon K-edge EELS 
spectra. The soot particles (Figure 7 (bottom)) show a sharper 1s-π* 
peak at 285.4 eV and a discernable 1s-σ* peak at 292.4 eV. However, 
the organic-type carbonaceous particle exhibits much more 
amorphous characteristics, which can be discerned from the 
broadened 1s-π* peak and the disappearance of the 1s-σ* peak, 
which is replaced by an averaged broad peak ranging from 290 to 300 
eV. Such microstructural differences are also easily verified from 
their HRTEM images. Stacked graphitic layers cannot be observed in 
the HRTEM image of the organic-type carbonaceous particle. 

 
Jet PM. Compared to broad research of the particulate 

formation from combustion of diesel fuel, the information about 
individual particles generated from jet engines is limited. The jet PM 
examined in this study typically exhibits short (less than 0.4 µm) soot 
aggregates. Spherical soot primary particles can be discerned from 
the close examination of the soot aggregates. Some large soot 
aggregates (up to several microns) with compact morphologies have 
also been identified. Most of the soot primary particles appear to fuse 
together and the boundary between each primary particle can not be 
clearly discerned. This may relate to the higher temperatures and 
pressures present in the jet engine. EDS spectra recorded from the 
carbonaceous particles show only carbon and oxygen peaks and are 
very similar to those from gasoline PM. 

Carbonaceous particles intermixed with particles rich in metallic 
elements have also been observed in the jet PM samples. Figure 8 
shows the HAADF image of a carbonaceous particle intermixing 
with metallic species. STEM/EDS elemental mapping shows that 
most of the bright spots present in the HAADF image containing 
mainly Fe and minor amount of Cr. Fe and Cr are the major 
components of stainless steel. It is very likely that these metallic 
species come from wear of an engine component because the engine 
is run under the high temperature and pressure. These metallic 
elements could be an important source signature of jet PM. 
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                HAADF image               Fe map            Cr map 
Figure 8. HAADF image and Fe and Cr elemental maps of a 
carbonaceous particle decorated with particles rich in metallic 
elements in a jet PM sample. 
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Figure 9. Micrograph (left) and EDS spectrum (right) of K-
containing tar ball particles observed in the hard wood PM sample. 

 
Hard wood PM. The hard wood PM sample is dominated by 

carbonaceous particles that can be subdivided into three types. The 
first type does not have a distinct morphology. They are very likely 
condensed from organic gas phases. Their amorphous characteristics 
are verified by electron diffraction patterns, which show broad 
diffuse diffraction rings. Carbon is the major elemental component of 
this type of particles. In addition, minor amounts of oxygen and 
potassium are also present. The second type has a spherical 
morphology (Figure 9 (left)) and is termed as “tar ball” in the text. 
The tar balls are amorphous and stable under electron beam. They 
usually exist separately and do not form aggregates with each other 
or with other particles. EDS spectra recorded from the tar ball 
particles (Figure 9 (right)) show the presence of weak potassium and 
oxygen peaks in addition to the dominant carbon peak. These 
carbonaceous particles lack the morphological and microstructural 
features of soot particles and are assumed to be nucleated directly 
from organic gas phases. The last type is soot aggregates, which is 
clearly distinguishable from the first two types. They show very 
similar morphologies and microstructures to those of coal and oil soot 
aggregates. The numbers of the first two types of carbonaceous 
particles are much more than that of soot particles. The combustion 
parameters, such as air/fuel ratios, may affect the final carbon format. 
For example, smoke from smoldering combustion has been found 
contained much less soot than that from flaming combustion (7). 
Organic-type carbonaceous particles that contain minor amounts of K 
were also observed in a study on the biomass burning in southern 
Africa (8). The K-containing characteristic could be an important 
compositional signature for identifying biomass-generated 
carbonaceous PM.  
 
 
 
 
 

Conclusions 
Ultrafine soot aggregates are the typical representative of 

carbonaceous particles formed via vaporization-condensation 
mechanisms during combustion processes. They have been observed 
in all the PM samples investigated in this study. An important 
compositional signature of soot particles is that soot particles in CFA 
and ROFA PM samples typically have higher sulfur contents 
compared with diesel and gasoline soot particles. Porous or solid char 
particles with sizes in the micron range are typical for CFA and 
ROFA PM samples. Some organic-type carbonaceous particles, 
which are more common in gasoline, jet and hard wood PM samples 
have also been observed. They exhibit different microstructures 
compared to soot particles. Jet PM contains carbonaceous particles 
intermixed with metallic elements. Hard wood PM can be 
distinguished by the presence of K-containing spherical tar ball 
particles. 

Inorganic ultrafine CFA particles show quite different 
morphologies, compositions and microstructures compared with 
inorganic particles in coarser, micron-size fractions. An eastern 
bituminous CFA sample (Western Kentucky) showed abundant 
discrete crystalline particles rich in Fe, Ti and Al, whereas Western 
low-rank CFA samples (Wyoming PRB and Montana) contained 
considerable amounts of alkaline-earth element aggregates in the 
form of phosphates, silicates, and sulfates and mixed species. The 
major chemical form of inorganic species in the two high sulfur 
ROFA PM2.5 samples (High Sulfur #6 and Baseline #5) is sulfates. In 
addition, transition metal oxides, vanadates, phosphates, and sulfides 
were also identified. Individual transition metal sulfate, oxide, and 
phosphate particles are typically compositionally complex, 
containing multiple metallic elements. 
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Introduction 

Fourier transform ion cyclotron resonance mass spectrometry 
(FT-ICR MS) analysis of crude oil achieves sufficient mass resolving 
power (m/∆m50% > 450,000, in which ∆m50% denotes mass spectral 
peak full width at half height) and high mass accuracy (< 1 ppm) to 
allow for the baseline resolution and elemental composition 
assignment of thousands of heteroatomic species in a single crude 
oil.1  Electrospray ionization (ESI) is limited to polar (N, S, and/or O-
containing) species that are readily protonated (positive ions) or 
deprotonated (negative ions).  Here, we couple two other ionization 
methods (field desorption (FD) and atmospheric pressure 
photoionization (APPI) to probe the much larger fraction of 
nonpolars (e.g., aromatic hydrocarbons, thiophenes), illustrated for 
the aromatic fraction of crude oil.   

 
Experimental 

Crude Oil Samples. The procedure used to fractionate the 
aromatic compounds from these samples is similar to that described 
in ASTM D20072 in which petroleum is separated into saturate, 
aromatic, and polar fractions.  FD-generated positive ions were 
formed by continuous application (75 nL/min) of dilute sample 
solution (100 µg/mL in methylene chloride) delivered to the FD 
emitter by a syringe pump through a 50 cm long, 10 µm i.d. fused 
silica capillary.  Following a several minute delay for pressure 
equilibration, the pressure in the source vacuum chamber was 1 x 10-5 
Torr.  For APPI, the aromatic fraction isolated from S.A. crude oil 
was dissolved in toluene to yield a 2 mg/mL stock solution.  A 1/50 
dilution into toluene was used for the analysis.  Naphtho-a-pyrene 
(NAP) @ 10 µg/mL was introduced as a standard. 

Mass Analysis. The crude oils were analyzed at the National 
High Magnetic Field Laboratory (NHMFL) with a previously 
described homebuilt 9.4 Tesla Fourier transform mass spectrometer.  
Continuous-flow FD FT-ICR MS was performed as previously 
described.3  APPI was carried out with a ThermoFinnigan ion source 
(http:// http://www.thermo.com) interfaced via octopole ion guides 
and an external octopole ion trap for injection into a homebuilt 9.4 T 
FT-ICR mass spectrometer.  The performance of the APPI source 
was evaluated over flow rates between 50 – 400 µL/min and 
desolvation temperatures between 185 - 400 ºC.  The gas flow was 
kept constant at a regulator defined 80 psi.  100 time-domain 
transients were co-added for each sample and stored for later Fast 
Fourier transformation and frequency-to-mass conversion.  The 
stored time-domain signal was Hanning-apodized and zero-filled 
once prior to fast Fourier transformation and generation of the 
magnitude-mode frequency domain spectrum.  A modular ICR data 
system (MIDAS) data station, developed in-house, provides 
instrument control, data acquisition, and data analysis.  Mass spectra 

were internally calibrated with respect to a known homologous series 
of alkylbenzenes.  Homologous series were separated and grouped by 
nominal Kendrick mass and Kendrick mass defect to facilitate rapid 
identification, as described elsewhere.5 

 
Results and Discussion 

The broadband FD FT-ICR mass spectrum in Figure 1 shows 
prominent homologous series of intact alkylated aromatics and 
thiophenes, species not observable by ESI.  Saturated hydrocarbons 
tend to fragment during external ion accumulation.  The ultrahigh 
mass resolving power shown in Fig. 2 enables unique assignment of 
elemental compositions, and in particular resolves sulfur-containing 
species from others.  

 

 
Figure 1.  Continuous-flow FD FT-ICR mass spectrum of a refinery 
process stream sample.  The spectrum is the ensemble average of 75 
time domain signals collected in one hour.  (From Ref. 4)  
 
 

Figure 2. Mass scale expansion at nominal mass 344 Da from the 
broadband mass spectrum shown in Figure 2. The resolution of the 
3.4 mDa C3 vs. SH4 split can be observed at m/z 344.25 and 
separately in the inset at m/z 344.16.  (From Ref. 4) 
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Figure 3 shows a broadband APPI FT-ICR mass spectrum.  As 
for FD, APPI reveals aromatic non-polars and thiophenes.  Figure 4 
illustrates the rich compositional complexity of the nonpolar 
components, with 40 distinct elemental compositions at a single 
nominal mass (m/z 428).  Both FD and APPI generate singly-charged 
ions almost exclusively. 

Although positive-ion FD produces primarily odd-electron 
radical ions, APPI generates both protonated and radical cations, as 
shown in Fig. 5 for naphtho[a]pyrene.  Only FT-ICR MS is capable 
of resolving the 12CnH (even-electron) its 13C12Cn-1 (odd-electron) 
counterpart.  It is interesting to note that APPI generates five-
membered pyrrolic nitrogen species as radical cations but six-
membered pyridinic nitrogen species as protonated even-electron 
ions.  Thus, five- and six-membered rings are readily distinguished 
by their half-integer vs. integer double bond equivalent values. 

We are currently evaluating the relative advantages of FD vs. 
APPI relative to ESI for analysis of petroleum samples, and will 
report those results. 

 
 
 
Figure 3. APPI FT-ICR broadband mass spectrum of the aromatic 
fraction of S. American crude oil. 
 

 
 
Figure 4. APPI FT-ICR mass spectral segment of the aromatic 
fraction of S. American crude oil. 

 

 
 
Figure 5. Optimized APPI FT-ICR mass spectrum of 
naphtho[a]pyrene, acquired at a flow rate of 50 µL/min at ~200ºC.  
Note the presence (and resolution) of even- and odd-electron species. 
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Introduction 
 Conjugated diolefins are largely responsible for molecular 
weight growth reactions (fouling) in various refinery processes, such 
as hydrocracking and hydroconversion, and in refinery equipment 
such as heat exchangers, furnaces, fractionators and reactors. These 
compounds can rapidly react with trace amounts of oxygen in air, 
forming hydroperoxides and peroxides. Upon heating from room 
temperature, through the range up to about 300°C, these peroxides, 
even at sub ppm levels, initiate free radical chain reactions, resulting 
in oligomerization reactions/gum formation and eventually in 
insoluble deposits. Currently, small conjugated dienes (smaller than 
C6) in low-boiling hydrocarbon mixtures are determined by high 
resolution GC/FID. There is no reliable method to identify and 
quantify larger conjugated dienes (C6

+). The issue becomes more 
acute for more complicated matrices, such as FCC naphtha.  
 4-Methyl-1,2,4-triazoline-3,5-dione (MTAD) reacts rapidly with 
conjugated dienes via a Diels-Alder addition reaction1. MTAD 
derivatization combined with GC/MS has been used to determine 
double bond position in fatty acids and other naturally occurring 
organic compounds2,3. Here we report a method for the selective and 
rapid room temperature derivatization of conjugated dienes using 
MTAD followed by chemical ionization (CI) GC/MS and GC 
nitrogen chemiluminescence detection (NCD) analyses The method 
has been successfully applied to the determination of the types and 
concentrations of conjugated dienes in steam cracked naphtha, coker 
naphtha and catalytic cracked naphtha. 
 
Experimental 
 A stock solution of MTAD (0.442 M) was prepared by 
dissolving MTAD (250 mg) in methylene chloride (5 mL). An 
aliquot of the stock solution is directly mixed with hydrocarbon 
samples at room temperature to derivatize the conjugated structures. 
MTAD selectively and rapidly (usually <5 sec) reacts with linear and 
cyclic conjugated dienes as illustrated in Figure 1. The MTAD 
loading needs to be optimized to quantitatively derivatize all 
conjugated dienes in the sample. 
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Figure 1. MTAD Derivatization of Conjugated Diolefins 

 The GC/NCD experiments were conducted on a HP 5890 Series 
II GC with an Antek 705E NCD detector. A split inlet was used at a 
25:1 split ratio. The oven was ramped from 50°C to 320°C at 
10°C/min. A SUPELCO PTA-5, 30 meter capillary column with a 
0.32 mm ID and a 0.50 um film thickness was used. The GC/MS 
experiments were conducted on a HP 5890 Series II GC with a HP 
5989B MS Engine. The inlet temperature was 275°C. A split inlet 
was used at a 25:1 split ratio. The oven was ramped from 40°C to 
300°C at 10°C/min. A 30 meter SPB-5 capillary column with a 0.32 
mm ID and a 0.25 um film thickness was used. 1,3-Cycloheptadiene 
was chosen as an internal standard for quantification purposes. The 
derivatized samples were analyzed by GC/NCD to determine the 
total molar concentration of conjugated dienes. The derivatized 
samples were also analyzed in parallel by GC/MS to determine the 
carbon number distribution of conjugated dienes. Molecules were 
ionized by Chemical ionization (CI) using deuterated ammonia 
(ND3). The selected ion display of the deuterated molecular ion 
[M+D+] and ND4 adduct [M + ND4

+] was used to differentiate the 
various conjugated dienes. 
 
Results and Discussion 
 A mixture of model compounds that are typically present in a 
naphtha sample were derivatized and analyzed by MTAD-GC/MS. 
The results showed that MTAD did not react with paraffins, linear 
olefins, cycloparaffins, and aromatics. Cycloolefins and aromatic 
olefins partially react with MTAD in the derivatization process. 
Conjugated dienes react 100% with MTAD. The conjugated diene-
MTAD adducts can be readily identified by mass spectrometry. 
Figure 2 illustrates the mass spectra of MTAD adducts of three 
conjugated diene model compounds, 1,3-pentadiene, 2,4-hexadiene 
and 2,4-heptadiene, respectively.  
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Figure 2. 70 EI GC/MS Spectra of Conjugated Diolefins 

 The compositions of real petroleum samples (e.g. steam cracked 
naphtha (SCN) and catalytic cracked naphtha (HCN)) are much more 
complicated. Figure 3 shows the GC/MS TIC of a SCN before and 
after MTAD derivatization. The MTAD derivatization converted 
conjugated dienes into adducts and appear at retention times longer 
than 20 min after most hydrocarbon components have eluted. The 
shift in retention time makes it straight forward to distinguish the 
MTAD products from the hydrocarbon matrix. The chromatography 
peaks before 20 minutes were simplified due to the removal of 
conjugated dienes and partial removal of styrenes and indenes. The 
MTAD adducts of these eluted after 26 minutes.  
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Figure 3. A Steam  Cracked Naphtha Before and After MTAD 
Derivatization 

 GC resolves isomers of diene-MTAD adducts. The retention 
times of the diene-MTAD adducts are mainly influenced by their 
isomeric structure rather than by their molecular weight. 
Consequently, conjugated diene-MTAD adducts with different 
carbon numbers can overlap in chromatography. GC/MS with 
selected ion monitoring becomes necessary to differentiate the 
isomeric conjugated dienes.  
 Since MTAD adducts each contain 3 nitrogen atoms, GC with a 
nitrogen chemiluminescence detector becomes very useful to 
selectively detect and quantify the total MTAD adducts. We 
evaluated the relative sensitivities of 12 model compounds of 
conjugated dienes by GC/NCD and EI-GC/MS, respectively. 
GC/NCD gives a quite uniform response. The molecular ion 
intensities of EI-GC/MS vary significantly due to different degrees of 
fragmentation of the MTAD adducts. Chemical ionization can 
significantly reduce the fragmentation by forming protonated 
molecular ions. Figure 4 compares the mass spectra of C7 linear 
conjugated dienes by 70 eV EI and by CI using CH4 and ND3 as 
reagent gases, respectively. In CH4 CI, molecules tend to form 
protonated molecular ion [M+H+] and ethyl cation adducts 
[M+C2H5

+], which can cause mass overlaps for dienes with different 
carbon numbers, e.g. C5 + C2H5

+ overlap with C7 + H+. In ND3 CI, 
molecules tend to form deuterated molecular ions [M+D+] and 
deuterated ammonium cation adducts [M+ND4

+] thus eliminating the 
overlap. Chemical ionization minimized variations in response 
factors. The relative response factors for the dienes of the same 
carbon number are very similar.   
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Figure 4.  Mass Spectra of Conjugated Diolefins in 70 eV EI, CH4 
CI and ND3 CI 

 
 The quantification of conjugated dienes can be made only when 
all the dienes are converted into the adducts. Model compound 
studies showed that 100% conversion can be reached when the ratio 
of the molar concentration of MTAD to the conjugated diene is 
between 2 and 10. When the ratio is below 2, the MTAD reaction is 
incomplete. When the ratio is greater than 10, self-polymerization of 
MTAD becomes predominant and results in the reduction of MTAD-
conjugated diene adducts. The excess MTAD loading becomes a 
greater problem for real sample analyses. The higher loading causes 
an elevated baseline in the GC/NCD chromatogram, making accurate 
peak quantification difficult. The optimum MTAD:Diene ratio is 
between 2 to 4. This implies that for unknown samples, a series of 
experiments need to be conducted to assure that appropriate MTAD 
loading is used.  
 For quantification purposes, the total levels of conjugated dienes 
are determined using an internal standard, in this case, 
cycloheptadiene. The selected ion display of pseudo molecular ions 
by ND3 GC/MS was used to determine the carbon number 
distribution. We have applied the method to steam cracked naphtha 
before and after hydrotreating. Conjugated dienes are significantly 
reduced after hydrotreating. Linear and cyclic conjugated dienes with 
a carbon number ranging from C4 to C10 can be quantified by this 
method. 
 

Before After

 

Figure 5. Concentrations of Conjugated Diolefins Before and After 
Hydrotreating 

   
Conclusions 
 MTAD derivatization combined with GC-NCD and GC/MS 
(ND3 CI) can detect and quantify the concentrations of up to C10 
linear and cyclic conjugated dienes in highly complex hydrocarbon 
matrices. GC-NCD provides total level of conjugated dienes. GC/MS 
provides detailed carbon number and linear/cyclic distributions.  
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INTRODUCTION 
 Polymethyl-substituted decalins (C14-C16 bicyclic alkanes), 
i.e. hydrocarbons of the sesquiterpane type were first reported in 
1974 and discovered in crudes of the Loma Novia and 
Anastasievsko-Troyitskoe deposits (1). Alexander et al. later 
identified and confirmed the existence of 8β(H)-drimane and 4β(H)-
eudesmane in most Australian oils  (2). Noble (3) identified a series 
of C14 to C16 sesquiterpane isomers using synthesized standards and 
mass spectral studies. Various sesquiterpanes, with the greatest 
enrichment in condensate, were also identified by Simoneit et al. 
from fossil resins, sediments and crude oils (4), and by Chen and He 
from a great offshore condensate field of Liaodong Bay, Northern 
China (5). 
 The bicyclic biomarker sesquiterpanes with the drimane 
skeleton are ubiquitous components of crude oils and ancient 
sediments. Most sesquiterpanes probably originate not only from 
high plants but also from algae or bacteria. During the thermal 
evolution, the relative concentration of C14 sesquiterpanes decreases 
with increasing maturation of organic matters. The concentration of 
C14 bicyclic sesquiterpanes is higher at the immature stage, while 
those of C15 drimane and C16 homodrimane are relatively lower. As 
a result of the dehydroxylation and chemo-dynamics of their higher 
molecular weight precursors, the concentrations of drimane (C15) 
and homodrimanes (C16) gradually increase, but the concentration 
of C14 sesquiterpanes becomes lower. 
 Though biomarker sesquiterpanes and diamondoids have 
increasing applications in petroleum exploration in recent years, 
there are very few studies on utilization of sesqueterpanes and 
diamondoids to environmental forensic investigations and oil spill 
identifications. For lighter petroleum products, refining processes 
have removed most high-molecular weight biomarkers from the 
corresponding crude oil feed stocks. Thus, the high boiling point 
pentacyclic triterpanes and steranes are generally absent in lighter 
petroleum products jet fuels and most diesels, while the smaller 
bicyclic sesquiterpanes including eudesmane and drimane get 
greatly concentrated in these petroleum products. Therefore, 
examination of GC-MS chromatograms of these bicyclic 
biomarkers can provide a comparable and highly diagnostic means 
of comparison for lighter petroleum products. In this work, 
sesquiterpanes in crude oils and petroleum products are identified 
and characterized; the distributions of sesquiterpanes in different 
oils, oil distillation fractions and refined products are compared. 
Weathering effects on sesquiterpane distribution are quantitatively 
studied. A number of diagnostic index of sesquiterpanes are 
developed for oil correlation and differentiation. Finally, a spill case 
using sesquiterpanes for source identification is presented. 
 
EXPERIMENTAL 

Approximately 0.4 gram of oils or petroleum products were 
weighed, dissolved in hexane and made up to the final volume of 

5.00 mL. A 200 µL of the oil solutions containing ~ 16 mg of oil 
was spiked with appropriate surrogates (100 µL 200 ppm of o-
terphenyl and 100 µL of mixture of deuterated acenaphthene, 
phenanthrene, benz[a]anthracene, and perylene, 10 ppm each), and 
then transferred into a 3-g silica gel microcolumns, which was 
topped with about 1-cm anhydrous granular sodium sulfate and had 
been pre-conditioned using 20 mL of hexane, for sample cleanup 
and fractionation. 
 Hexane (12 mL) and 50% dichloromethane (DCM) in hexane 
(v/v, 15 mL) were used to elute the saturated and aromatic 
hydrocarbons, respectively. For each sample, the hexane fraction 
(labeled F1) was used for analysis of aliphatics, n–alkanes, and 
biomarker compounds; while 50% DCM in hexane fraction (labeled 
F2) was used for analysis of alkylated homologous PAHs and other 
EPA priority unsubstituted PAHs. The fractions were concentrated 
under a stream of nitrogen to appropriate volumes (~0.4 mL), 
spiked with appropriate internal standards (50 µL of 200 ppm 5-α-
androstane and 50 µL of 20 ppm C30-ββ-hopane for F1 and 50 µL of 
10 ppm terphenyl-d14 for F2, respectively), and then adjusted to an 
accurate pre-injection volume of 0.50 mL for GC-MS analyses (6, 
7).  
 Analyses of target PAH compounds (including 5 alkylated 
PAH homologous groups and other EPA priority PAHs) and 
biomarkers were performed on an HP 6890 GC equipped with a HP 
5973 mass selective detector (MSD). System control and data 
acquisition were achieved with an HP G1701 BA MSD 
ChemStation. The individual biomarker compounds were 
determined using GC-MS in the selected ion monitoring mode 
(SIM). 
  
RESULTS AND DISCUSSION 
 Sesquiterpane Distributions.  Generally, the bicyclic oil 
sesquiterpanes of interest to environmental forensic investigation 
are examined at m/z at m/z 123, 179 (the ion after sesquiterpane 
C14H26 loses CH3), 193 (the ion after C15H28 loses CH3), and 207 
(the ion after C16H30 loses CH3). 
 The sesquiterpanes ranging from C14 to C16 usually elute out 
between n-C13 and n-C16 in the GC-MS chromatogram. Peaks 1 and 
2, peaks 3 to 6, and peaks 7-10 (Figure 1) are identified as C14, C15 
and C16 sesquiterpanes, respectively. 
 The distribution patterns of sesquiterpanes are, in general, 
different from oil to oil and from oil to refined products. Figure 1 
shows GC-MS chromatograms of sesquiterpanes at m/z 123 for 
representative light (API > 35), medium (API: 25-35) and heavy 
(API<25) crude oils including Alaska North Slop (ANS), Arabian 
Light, Scotia Light oil (Nova Scotia), West Texas, and California 
API 11. Figure 2 compares GC-MS chromatograms of 
sesquiterpanes at m/z 123 for representative petroleum products 
from light kerosene to heavy fuel oil. 

The presence of common sesquiterpanes with the drimane 
skeleton in all studied oils is apparent. However, the oils from 
different sources demonstrate differences in both the absolute 
concentrations and relative distribution patterns of sesquiterpanes. 
The ANS, Arabian Light and Scotia Light display high 
concentrations of sesquiterpanes with the Peak 10 (C16 
homodrimane) being the most abundant for the ANS and Arabian 
Light, and Peak 3 (C15 sesquiterpane) being the most abundant for 
Scotia Light, respectively. The Arabian Light has the lowest 
concentration of C14 sesquiterpanes (Peak 1 and 2), indicating this 
oil is highly mature. On contrast, the heavy California API 11 oil 
demonstrates the highest concentration of C14 sesquiterpane (Peak 
1) among all sesquiterpane peaks, indicating that this oil may be 
still in the relatively immature stage.  
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Figure 1. GC-MS chromatograms of sesquiterpanes at m/z 123 
for representative light (API > 35), medium (API: 25-35) and heavy 
(API<25) crude oils including Alaska North Slop (ANS), Arabian 
Light, Scotia Light oil (Nova Scotia), West Texas, and California 
API 11 
 

For petroleum products, sesquiterpanes are absent in very 
light Kerosene and heavy lubricating oils. However, the refined 
products IFO-180 and heavy fuel oil 6303 (Bunker C type) have 
relatively high concentrations of sesquiterpanes. It is noticed that 
one unknown bicyclic biomarker compound (between Peak 2 and 
Peak 3) is significantly abundant in these two products.  
 
 Effects of Weathering on Sesquiterpane Distributions.  
Biomarkers are source-characteristic and, in most cases, highly 
stable and degradation-resistant. Therefore, the sesquiterpanes are 
useful and promising for source correlation and differentiation of 
lighter refined products, in particular for the weathered refined 
products. In general, light to medium weathering has little effect on 
distribution pattern and diagnostic ration values of sesquiterpanes 
and diamondoids. Figure 3 presents the relative GC-MS response 
(m/z 123) of ten sesquiterpanes (relative to Peak 3; that is, the 
response of Peak 3 = 1.00) in the Diesel No. 2 (2002, Ottawa 
Stinson gas station) at four weathering percentages: 0, 7.18, 14.20, 
and 21.95%. Indices of target sesquiterpanes in the weathered 
Diesel No.2 samples are also determined (not shown here). Clearly, 
no apparent depletion was observed for bicyclic sesquiterpanes. 
Almost all target sesquiterpanes were concentrated in proportion 
with the increase of the weathered percentages, resulting in that 
most sesquiterpane indexes remain constant for diesels from 0% to 
22% weathered. However, some preferential loss of the lower 

molecular weight and early-eluted C14 sesquiterpanes (Peaks 1 and 
2) is observed as the diesel samples are further weathered.  
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Figure 2. Comparison of GC-MS chromatograms of 
sesquiterpanes at m/z 123 for representative petroleum products 
from light kerosene to heavy fuel oil 
 

Table 1. Diagnostic ratio values of selected sesquiterpanes 
determined from two representative 1998-spill-diesel and one 

suspected-source-diesel samples 

Diesel 
samples 

Spill sample I Spill sample II Suspected 
source 

P5:P3 1.30 1.33 1.28 
P10:P3 1.30 1.35 1.29 
P8:P10 0.28 0.28 0.29 
P2:P1 0.48 0.47 0.50 
P1:P3:P5:P10 0.54:1.00:1.30:1.30 0.57:1.00:1.34:1.36 0.58:1.00:1.28:1.29

 
 Using Sesquiterpanes for Spill source Identification.  
Figure 4 shows the GC-MS chromatograms at m/z 123 for 
sesquiterpane analysis for a jet fuel, Diesel No.2 (2002, from an 
Ottawa Gas Station)), Diesel No.2 (for 1994 Mobile Burn, 16.3% 
weathered), Diesel No.2 (2003, from Korea), 1998-spilled-diesel 
(from Quebec) and 1998-suspected-source-diesel (from Quebec). 
The Jet A is characterized with Peak 3, 5 and 1 being the most 
abundant, while the diesel (2002, Ottawa) is characterized with the 
Peak 10 being the most abundant and followed by Peaks 5 and 3. 
The difference of sesquiterpanes in distribution patterns and 
concentrations between three diesels (the Ottawa diesel, the 
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weathered diesel used for the 1994 Mobile Burn study, and the 
Korean diesel) and between diesels and the jet fuel are apparent.  
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Figure 3. The relative GC-MS response (m/z 123) of ten 
sesquiterpanes (relative to Peak 3; that is, the response of Peak 3 = 
1.00) in the Diesel No. 2 (2002, Ottawa Stinson gas station) at four 
weathering percentages: 0, 7.18, 14.20, and 21.95%. 
 

As for 1998 Quebec spill samples (collected at a sewer outlet 
flowing into the Lachine Canal in Quebec), only very small 
amounts (<10 µg/g oil) of low molecular weight C19-C24 tricyclic 
terpanes and regular C20-C22 steranes and trace of diasteranes were 
detected. However, these spill samples contain significant amount 
of sesquiterpanes. Table 1 summarizes and compares diagnostic 
ratio values of selected sesquiterpanes determined from two 
representative 1998-spill-diesel and one suspected-source-diesel 
samples. Figure 4 and Table 1 clearly demonstrate that the spilled-
diesel samples had very similar GC-MS chromatogram and nearly 
identical diagnostic ratio values of sesquiterpanes (at m/z 123) with 
the suspected-source diesel. The only difference noticed is that the 
spilled sample showed slightly higher abundances than the 
suspected-source-diesel sample because of weathering. These 
similarities, in combined with other hydrocarbon quantitation 
results (such as bulk hydrocarbon groups, n-alkane distribution, and 
fingerprints of alkylated PAHs and diagnostic ratios of source-
specific PAH compounds), argued strongly that the spilled oil was a 

diesel fuel, and the suspected diesel collected from the pumping 
station (very close to the spill site) was the source of the spilled 
diesel. 
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Figure 4. GC-MS chromatograms at m/z 123 for sesquiterpane 
analysis for a jet fuel, Diesel No.2 (2002, from an Ottawa Gas 
Station)), Diesel No.2 (for 1994 Mobile Burn, 16.3% weathered), 
Diesel No.2 (2003, from Korea), 1998-spilled-diesel (from Quebec) 
and 1998-suspected-source-diesel (from Quebec) 
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Introduction 

Canada's oil sands are estimated to contain 1.7 trillion barrels of 
bitumen, of which 300 billion barrels are recoverable using current 
technology.  Daily output presently stands at about one million 
barrels, which accounts for 25% of total Canadian production of 
conventional and heavy oil.  It is projected that output will rise to 
five million barrels per day by 2030, enough to satisfy 20% of North 
American demand.   

The  processing of bitumen into a product that can be readily 
upgraded involves the treatment of bitumen froth, a highly viscous 
fluid typically containing 60% bitumen, 30% water, and 10% solids 
by weight.  A recently developed  process1 dilutes the froth with an 
amount of paraffinic solvent above a critical ratio with respect to 
bitumen (S/B, wt/wt).  The result is the formation of large clusters of 
solids, water, and precipitated asphaltenes that settle rapidly such that 
the bottom sediments and water content is reduced to less than 0.1%.2 

Although the reduction of the asphaltene content in bitumen is 
advantageous for transport and upgrading, the cost is that potentially 
usable hydrocarbons are lost.  Since oil sand bitumen contains from 
16 to 25 wt% asphaltenes, a substantial fraction of the energy content 
of the original bitumen resides in the asphaltenes.  Therefore, the 
advantage of improving the feedstock for upgrading must be weighed 
against the economic value of discarded hydrocarbon fuel when the 
optimal S/B for froth treatment is determined. 

In this paper we report the results of a study of the asphaltenes 
precipitated by mixing hexane with Athabasca bitumen at S/B values 
from 1.1 to 3.5, a range that includes the ratio that would be used in 
an extraction plant.  Thermogravimetric analysis (TGA) was used to 
measure the pyrolytic behaviour of the asphaltenes up to 1000EC and 
photoacoustic Fourier transform infrared (PA FT-IR) spectroscopy 
was used to characterize the asphaltenes. 
 
Experimental 

Sample Preparation.  Clean and dry Athabasca bitumen was 
obtained by first diluting untreated bitumen froth with toluene in the 
ratio 1:3 (by weight).  After the mixture had settled for 2 h, the 
supernatant was centrifuged to separate the water and solids.   
Vacuum rotary evaporation was then used to remove the toluene 
from the centrifuged supernatant.  

The asphaltene content of the bitumen was measured to be 18.4 
wt% using near-infrared spectroscopy.3  The bitumen was partially 
deasphalted by adding hexane in the ratios S/B = 1.1, 1.3, 1.7, 2.5, 
3.5.  The method used differed from the one prescribed by ASTM so 
as to crudely simulate the industrial process.  Clean and dry bitumen 
was fully mixed with solvent at the desired S/B and centrifuged.  
Partially deasphalted bitumen (PDAB) was derived from the 
supernatant by using vacuum rotary evaporation to remove the 
solvent.  Asphaltenes were obtained by repeated washing of the cake 
with solvent until the recovered solvent was clear, dissolving the 
cake in toluene, centrifuging the suspension to separate any 
remaining solids, and finally removing the toluene from the resulting 
supernatant by vacuum rotary evaporation.  The asphaltene particles 

were then ground manually to sizes of the order of 0.5 mm.  The 
asphaltene contents of the PDAB samples, as measured by NIR 
spectroscopy, are given in Table 1. 

Bitumen was also deasphalted completely (by definition) by 
dilution with n-pentane according to the standard ASTM method. 

Thermogravimetric Analysis.  A Mettler-Toledo TGA/SDTA-
851e module was used to analyze bitumen, asphaltene, and PDAB 
samples of about 15 mg each.  The temperature was increased from 
25EC to 150EC at a rate of 50EC/min and then to 1000EC at 
10EC/min under an atmosphere of nitrogen flowing at 75 mL/min.  
At 1000EC, the nitrogen was replaced by air at a flow rate of 150 
mL/min to allow combustion of any remaining hydrocarbons.  The 
results from duplicate runs for each sample were averaged. 

Photoacoustic FT-IR Spectroscopy.  Photoacoustic infrared 
spectra of neat (undiluted) samples of asphaltenes were recorded 
using a Bruker IFS 113v FT-IR spectrometer and an MTEC 300 PA 
accessory.  The asphaltene samples were contained in 6-mm cups, 
with nitrogen serving as the carrier gas in the PA cell.  The spectra 
were measured at a resolution of 6 cm-1, utilizing mirror velocities 
that correspond to modulation frequencies of 3.716 and 4.42 kHz at 
the HeNe laser wavenumber (15,800 cm-1).  In most cases twenty 50-
scan spectra were averaged to produce the final spectrum. 

Comparison of band intensities for the five asphaltene samples 
is based on the assumption that the particle sizes were about the same 
for all of the samples.  The total intensity of a band was estimated by 
integrating the relevant interval above a suitably constructed 
baseline. 

 
 

Table 1.  Properties (in wt%) of PDAB and Asphaltenes at 
Various S/B 

 

PDAB  Asphaltenes 
S/B 

Asphaltenes Coke  V.M. Coke Ash 
1.1 18.4 9.4  59.6 30.1 35.4 
1.3 17.5 8.9  58.3 34.9 23.2 
1.7 12.7 7.8  59.2 35.2   6.0 
2.5   8.2 5.9  60.3 34.5   3.8 
3.5   6.6 4.6  60.7 34.1   2.5 

 
 
Results and Discussion 

Thermogravimetric Analysis.  Thermograms for bitumen and 
its pure maltene and asphaltene components (separated using n-
pentane) are shown in Fig. 1.  The bitumen and maltene masses 
began to decrease appreciably at 140EC with the onset of distillation, 
whereas no significant mass loss of the asphaltenes occurred below 
300EC.  The rates of mass loss were highest between 400EC and 
490EC due to molecular decomposition.  Mass losses were small 
above 525EC as the residue, semi-coke, was dehydrogenated into 
coke.4  At 1000EC, the coke was combusted in the air flow, leaving 
very small amounts of ash. 

Figure 2 shows thermograms for the asphaltenes precipitated at 
various S/B.  These curves are similar to the thermogram for whole 
asphaltenes in Fig. 1, except for the amount of ash remaining after 
combustion (Table 1).  Subtracting the ash content from the total 
mass yields the thermal behaviour of the organic component of the 
asphaltenes.  The fraction of the organic component volatilized 
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below 525EC (V.M.) and the fraction converted to coke at 1000EC 
are listed in Table 1 for the five asphaltene samples.  We observe that 
V.M. is approximately 60 wt% for all samples; i.e., it is essentially 
independent of S/B and is approximately the same as the fraction 
measured for whole asphaltenes. 

Photoacoustic FT-IR Spectroscopy.  Figure 3 shows the 600–
1900 cm-1 and 2700–4000 cm-1 regions for the asphaltene samples.  
The prominent features are labelled according to their origin: 
aromatic (ar), aliphatic (al), or clay.  The clay bands closely resemble 
those in spectra of kaolinite, indicating that it is the predominant clay 
in the asphaltenes.  The spectra clearly show that, as S/B increases, 
the intensities of the hydrocarbon bands increase while those of the 
clay bands decrease.  

The variations of the aliphatic C–H intensity (2800–3000 cm-1) 
and the aliphatic/aromatic (1350–1530 cm-1/1530–1790 cm-1) ratio 
with S/B were determined from the spectra.  While the aliphatic 
intensity grows by about 80% as S/B increases from 1.1 to 3.5, the 
difference in the aliphatic/aromatic ratio is only about 6%.  Estimates 
of the CH2 and CH3 contents obtained by integrating the 2880–2950 
and 2950–3010 cm-1 regions indicate that the CH3 intensity increases 
by only 4% while the CH2 intensity decreases by 3%.  These results 
imply that increasing S/B causes the precipitation of asphaltenes 
containing slightly larger amounts of aliphatics, and that these 
hydrocarbons do not differ substantially. 

The total intensity of the 900–1100 cm-1 (clay) region decreases 
by a factor of 3.5 from low to high S/B.  When the ratio of clay to 
hydrocarbon intensity (calculated from the aliphatic C–H region) is 
plotted against the ratio of ash to organic matter as measured by 
TGA, there is a strong positive correlation.  This approximately 
linear relationship demonstrates the consistency of the TGA and FT-
IR data. 
 
Conclusion 

TGA revealed that approximately 60 wt% of the organic 
material in each of the five samples was volatilized below 525EC, 
and that the asphaltenes differed primarily with respect to inorganic 
(clay and mineral) content, which decreased as S/B increased.  These 
results are consistent with data obtained by photoacoustic FT-IR 
spectroscopy: the infrared intensities of CH2 and CH3 groups differed 
by only a few percent, and the infrared intensities of the clay bands 
varied inversely with S/B.    

We conclude that the thermal treatment of these asphaltenes 
yields a significant fraction of their mass as potentially usable 
hydrocarbons and that any dependence of this fraction on S/B is 
small.  Consequently, if asphaltene recovery is deemed to be a 
worthwhile step in the treatment process, S/B should be the minimal 
value that yields a bitumen product with properties satisfying 
upgrading requirements. 
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Figure 1.  Thermograms for bitumen, maltenes, and asphaltenes 
precipitated by n-pentane 
 
 

 
 
Figure 2.  Thermograms for asphaltenes precipitated by hexane 
 
 

 
 
Figure 3.  PA FT-IR spectra of asphaltenes 
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Introduction 

The quality of heavy fuel oils is decreasing due to more severe 
conversion rates in the refineries around the world (1). In particular 
harder visbreaking increases the asphaltenes content in fuel oils. 
Asphaltenes are known to flocculate into particulates and are thought 
to be responsible for storage stability problems in heavy fuel oils 
(2,3). Sludge formation may cause severe problems in fuel tanks and 
may also result in incomplete combustion. When handling fuel oils, it 
is valuable to be able to know beforehand whether an oil is prone to 
form sludge or not. It is also important to be able to determine 
whether an oil can be upgraded by using additives, and whether the 
chosen additives are effective or not.  

Experience from discussions with additive users has shown that 
more traditional methods, such as hot filtration, does not really 
explain the stability reserve of a fuel (4,5); it rather gives a hint about 
the amount and size of the asphaltenes aggregates that are present in 
the fuel. It does neither give any information about whether these 
molecules are dispersed in the oil. Octel has therefore developed an 
in-house method using the Turbiscan that estimates the stability 
reserve of oils. It is also a valuable tool when checking and 
predicting the performance of additives. This method has recently 
been granted ASTM approval (D7061-04). 

This paper describes the method used for estimating the stability 
reserve of oils. It also shows an example of a simulation scenario 
with sludge formation in a tank. It is shown from these results that 
aging of oils can be slowed down and prevented by the use of 
stabilizing additives. By combining such additives with combustion 
improvers a boost in combustion characteristics may be obtained. 
 
Experimental 

In the test method ASTM D7061-04, oil is diluted with toluene 
and heptane is added. The phase separation rate upon addition of 
heptane is measured as a function of time using a Turbiscan.  

The Turbiscan is a scanning device, where the reading head is 
composed of a pulsed near infrared light source (850 nm), and a 
transmittance detector situated at an 180° angle from the light source. 
Figure 1 shows a schematic picture of the measurement principle. 

 
Figure 1.  Measurement principle of the Turbiscan 
 
The transmittance is recorded along the sample every 0.04 mm. By 
scanning the sample every minute the change in transmittance is 

detected over time. The more rapidly it changes the more unstable 
the oil is regarded to be. One measurement is made every minute for 
15 minutes. The deviation in transmittance between sixteen 
measurements is then calculated using the equation for standard 
deviation (see Eq. 1):  
where Xi is the average transmittance (%) for each minute, XT the 
average of Xi, and n the set of replicate measurements (16 in the 
method).  
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The calculated value, the so-called separability number, is 
higher when the oil is destabilized and phase-separated.  Hence, a 
high value indicates that the stability reserve in the oil is low and that 
there may be deposit problems within the oil. A low value of the 
separability number indicates that there is a good stability reserve 
within the oil. 
Accordingly a scale has been determined from experience in the 
field. If the separability number is between 0-5, the oil can be 
considered to have a high stability reserve and asphaltenes are not 
likely to flocculate. If the separability number is between 5-10 the 
stability reserve in the oil is much lower. However, asphaltenes are in 
this case not likely to flocculate as long as the oil is not exposed to 
any worse conditions, such as storing, aging and heating. If the 
separability number is above 10 the stability reserve of the oil is very 
low and asphaltenes easily flocculate, or have already started to 
flocculate. 

Simulation of storage of oils in a tank.  Fuel oils were mixed 
with additives in small glass bottles. S1 and S2 are stabilizers and 
SC1 is a stabilizer plus a combustion catalyst. The bottles were 
provided with screw caps that were tight for liquid, but probably not 
totally gas tight and placed in a laboratory-heating oven at a 
temperature of 120 °C. The bottles were then removed from the oven 
every 24 h and 5 ml of the mixture was withdrawn each time for 
analysis using the procedure described above. 

 
Results and Discussion 

Illustration of the test method. Typical test results from 
measurements on two oils are shown in Figure 2 a and b. 
 
(a) 
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(b) 

 
 
Figure 2.  (a) Results from a Turbiscan measurement of an oil with a 
separability number of 1. (b) Results from a Turbiscan measurement 
of an oil with a separability number of 12. The transmittance is 
measured, every 0.04 mm once per minute, along the tube with 
sample. 
 
It can be seen that the change in transmittance along the tube is 
changing much more rapidly and much more distinctly in graph 2 b, 
compared to graph 2 a. The top sample is showing an oil with a low 
separability number. The bottom graph shows the results from an 
unstable oil, which phase separates quickly (high separability 
number). 
 

Simulation of oil storage in a tank. Shown below are results 
from treated and untreated fuel oil samples that have been aged in an 
oven. 
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Figure 3. Separability number for fresh fuel oil blends compared to 
aged blends. The results in the first column are of untreated oils and 
the others have been treated with additives. The samples were aged 
for 1 week at 120 °C. 
 
It can be seen that the stability reserve of the oil is worsened upon 
storage in an oven for one week. If the oil is treated with stabilizers 
(S1 and S2) or with an additive consisting of a stabilizer combined 
with a combustion catalyst the separability number remains low, 
indicating that the stability reserve of the oil remains intact. 
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Figure 4. The change in separability number over time for the pure 
oil blend and for samples containing additive S1 (at various levels). 
 
The results in Figure 4 show that the stability reserve of a fuel oil 
decreases during storage. During one week of storing at 120 °C the 
pure fuel oil blend is degraded from being a fuel oil with a high 
stability reserve and a separability number of 0.3, to becoming a very 
unstable fuel with a separability number of 13.9. The refinery that 
produced the fuel oil reported that they experienced degradation of 
the fuel after about 5 days of storage, which correlates well with the 
results obtained in this study. Upon addition of stabilizing additive 
(S1), this process was slowed down. It is seen that, while the pure 
fuel was starting to become unstable already after 55 h, the mixture 
containing additive 50 ppm of the additive S1 remained stable also 
after 75 h. It is interesting to note that the increased dosage of S1 
extends the time before degradation of the oil starts, which means 
that the additive has a stabilizing effect on the fuel. The dosage level, 
however, is critical for optimal benefit. It is also worth noting that a 
rather low dosage rate was needed, to obtain a benefit from the 
additive. This is most certainly due to the oil being a rather good one 
from the beginning. 
 
Conclusions 

This paper was aimed at explaining the Octel test method 
(ASTM D7061-04) and demonstrating an example of its usefulness. 
Specific applications are suggested, such as estimating the oil quality 
before bunkering and to evaluate the benefit of additives for 
upgrading fuel oils. It is worth noting that with common storage 
temperatures in the range of 50 to 80 °C, fuel oils may be 
destabilized already after a few days due to the heat. Such a scenario 
was simulated and destabilization of oils was seen to be prevented by 
the use of Octel additives. Measuring and monitoring the stability of 
the fuel oils with the Turbiscan is vital for avoiding stability 
problems (which may result in sludge formation in the bottom of oil 
tanks). The method may also be used for determining appropriate 
additives that can hamper negative instability effects. 
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Introduction  

Coal contains many chemically reactive oxygen-functionalities 
such as hydroxyl (i.e., phenolic and alcoholic), carboxylic, 
carbonylic or etheric functionality which are capable to form 
relatively weak bonding interaction between the macromolecular 
network chain-structure such as a hydrogen bonding, and are thought 
to control the physical and chemical property of coal. Because of 
their polar characteristics, the nature of the molecular association 
must be reasonably reflected on the dielectric property.  

The strategic scheme of our research project to develop a new 
methodology is illustrated in Figure 1. Namely, the measurement of 
dielectric property of polymeric substance such as coal under the 
elevated temperature condition will give us valuable information to 
understand the macromolecular network structure based on the 
polarity and mobility.  

Figure 1.  Strategic scheme for studying macromolecular network 
structure coal by dielectric property measurement 
 

In this paper, we will present the recent progress of our research 
concerning the development of a reliable method for characterizing 
the macromolecular network structure of coal with the dielectric 
property. 

 
Experimental 

Coal Samples and chemicals.  The Argonne Premium Coal 
Samples (> 100 mesh) were used in this research, simply because of 
the reasonable quality, which were dried under vacuum at room 
temperature overnight and stored under nitrogen atmosphere, in order 
to minimize the unnecessary effect on the chemical and physical 
property of coal by heating and oxidation. Commercially available 
polyethylene terephthalate (PET) was used after dried under vacuum 
at room temperature overnight as the model compound. 

Instrument and Procedure:  Dielectric property measurement 
was carried out by means of the instrument composed by ourselves, 
which are capable to handle not only liquid sample, but also gaseous 
and solid samples with a wide rage of frequencies (10mmHz to 
1.0MHz). A typical procedure for measuring the capacitance of coal 
sample is as follows:  Coal was thoroughly ground by using mortar, 
and then shaped as a disk (diameter: 10mm, thickness: 0.2mm) by 
using a 1 ton handy-press, and which was sandwiched between the 

electrode under Ar-atmosphere in quartz tubing electric furnace. The 
capacitance of coal was measured under elevated temperature with 
5.0 oC / min. rate. 

 
Results and Discussion 

We have investigated whether this method is capable to 
determine a delicate molecular interaction generated phase transition 
phenomena in the macromolecular network structure like a glass-
transition and melting of polymeric substance by using model 
polymer.  

Figure 2 shows the capacitance of polyethylene terephthalate 
(PET) measured as a function of temperature, of which glass-
transition temperature and melting temperatures are already known 
as 81oC and 265oC, respectively.  

Figure 2.  Thermal behavior of dielectric property of PET 
 
Expectedly, those literature values were consisted with the 

temperature determined on the characteristic capacitance pattern 
shown in this figure. At the same time we can get very valuable 
information concerning the polarity between the glassy phase-
transition as a capacitance, indicating that the higher temperature 
macromolecular phase will be more polar than that of lower 
temperature one.  

We have conducted a series of experiment using the Argonne 
Premium Coal Samples, based on the result of the preliminary 
experiment described above. 

Figure 3 demonstrates as a typical example of the dielectric 
property measurement of Illinois No. 6 coal.  

 
Figure 3.  Thermal behavior of dielectric property of Illinois No. 6 
coal. 
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There are some interesting features in this figure, comparing 
with the case of PET. Particularly, the sharply declining change (B) 
of the capacitance appearing around 400oC is very impressive and 
mysterious.  In order to understand the mechanism of these phase 
transitions, it will be helpful to compare the literature data(1)  
concerning the plasticity of coal determined by the Gieseler’s 
plastometer which are available in the Users Handbook for the 
Argonne Premium Coal Sample, the initial softening temperature and 
fluidized temperature of Illinois No.6 coal are 367 oC and 417 oC, 
respectively. Obviously, these values are identical to those 
determined from the pattern (A and B) in Figure 3. This fact may be 
strongly suggesting that this method will be more reliable than ever 
in terms of its physical meanings. 

We have also learned that this particular capacitance pattern can 
be used as a fingerprint of coal.  

 
Figure 4.   Coal Rank (C-cont. %) dependence of thermal behavior 
of dielectric property 

In Figure 4, the coal rank dependency on the dielectric behavior 
is demonstrating with experimental data obtained from all of 
Argonne Premium Coal Sample. The most striking feature on these 
data will be that the coal rank seems to depend upon the peak 
between the Point-A and B demonstrated in Figure 3. Namely, this 
peak can not observe in the lower rank coal like a lignite (ND and 
WY), and those of the higher rank coal seem to be shifted to higher 
temperature range, suggesting that the coalification process is 
depending on the macromolecular chain orientation (secondary cross-
linking formation) based on such cohesive force as hydrogen bonding, 
charge-transfer bonding  etc.  As far as our data, the rank between  IL 
and UT must be replaced each other. 

In order to elucidate the role of hydrogen bonding interaction in 
the macromolecular network structure, we have initiated a series of 
controlled experiment. In Figure 5, the effect of methylation of 
hydroxyl functionality of Illinois No.6 coal, which was carried out by 
using the O-methylated coal sample performed by means of Liotta’s 
method.(2)  The content of carboxylic acid functionality and phenolic 
hydroxyl functionality after the methylation were determined by 
chemical method recently developed by us (3)  as 95% range of 
completion. 

Figure 5.   Effect of methylation of hydroxyl functionality in Illinois 
No.6 coal on the dielectric property 
 

Very interestingly, the methylated coal could not generate the 
characteristic peak at around 400 oC any more, and instead of it a 
new peak appeared at around 200 oC.  These behaviors observed on 
the capacitance seem to be consistent with the disappearance of 
molecular association due to hydrogen bonding by methylation, and 
the appearance of relatively week molecular association due to van 
der Waals force between the methoxyl functionality in coal 
accompanying with the different sensitivity towards frequency on the 
new peak. The detailed explanation about the effect of frequency will 
be discussed in our presentation.  
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Abstract 

A system for the Magnetic Imaging of Pyrolysis Feedstocks, 
acronym MIPF (pronounced with P silent) has been devised 
comprizing three facets.  First, sample preparation incorporates 
internal standards into the feedstock oils, to enable precise analysis of 
the NMR experiments. Second, NMR experiments are performed to 
provide quantitative C13 and H1 spectra, with spectral features 
elaborated by 1-D and 2-D procedures such as DEPT, COSY and 
HETCOR.  Third, data analysis employs (1) an Integral Regions 
train, which provides coarse but complete information about all the 
carbon and hydrogen atoms in a feedstock, particularly the aromatic 
C and H atoms, and (2) a Canonical Groups train, which provides 
high-level information about chemical moieties, but detects only ~1/3 
of all the atoms in the feedstock, particularly those in n- and methyl-
alkane chains. An example illustrates how the MIPF parameters of an 
AGO feedstock might presage its performance in an ethylene plant. 
 
Introduction 

 The present work derives from the need to engineer and predict 
the performance of modern pyrolysis coils that must crack diverse 
feedstocks at ever increasing temperatures, reaction severities and 
product selectivities. NMR imaging adds a unique dimension to 
olefin feedstock characterization because of its intimate relation to 
molecular topology and carbon atom hybridization. The most 
valuable olefins, ethylene, propylene, and butadiene, arise from 
operation of the free radical pathways prevalent during pyrolysis 
upon specific chemical moieties contained within the feedstock, 
respectively, normal-alkane chains, n-alkyl chain termini and methyl- 
alkyl units, and interior methylene chains.  Individual sp3-hybridized 
carbon atoms within each of these moieties can be detected by NMR, 
to anticipate the corresponding olefin yields available from pyrolysis. 

Of the voluminous literature on NMR applied to hydrocarbon 
mixtures, the present work has most been influenced by the classic 
papers of Knight (1967), Shoolery and Budde (1976) and Deutsche, 
Jancke and Zeigan (1976), specific articles by Ladner and Snape 
((1978), Gillet et al (1981), Netzel et al (1981), and especially 
Cookson and Smith (1985, 1987), and the texts by Stothers (1972), 
Breitmaier and Voelter (1987) and Croasmun and Carlson (1994).  In 
an earlier work (Virk 1999), akin to the present, NMR was applied to 
enhance conventional and mass spectrometric characterizations of 
FCC feedstocks.  
 
MIPF System 

 Samples are prepared with gravimetric incorporation of internal 
standards into the feedstock oils, here AGOs and HCRs, to enable 
precise analysis and interpretation of the NMR experiments.  Three 
internal standards are used, namely, deuterochloroform CDCl3, as oil 
solvent and spectrometer lock; dioxane, C4H8O2, abbr DIOX, to 
assist in spectral integrations; and tetramethylsilane, Si(CH3)4, abbr 
TMS, as a spectral frequency reference.  The primary NMR 
experiments performed provide quantitative C13 and H1 spectra, the 
spectral regions and individual resonances observed therein being 
identified and interpreted by additional 1-D and 2-D procedures that 
include DEPT, COSY, and HETCOR.  Spectral data are analysed in 
two trains, according to either their integral regions, abbr IR, or their 

canonical groups, abbr CG.  In the IR train, the observed spectra are 
parsed into more or less coarse regions, each comprizing chemically 
similar sorts of atoms.  The IR train accounts for 100% of feedstock 
atoms and provides useful overall parameters, such as the percent of 
feedstock atoms, either carbon or hydrogen, that are aromatic, as well 
as more detailed regional data, and thence hydrogen atom counts, and 
thermochemical information.  In the CG train, certain groups of 
spectral peaks that arise from atoms belonging to particular molecular 
moieties are recognized, particularly those in linear n-alkane chains 
and in 2-, 3-, 4-, 5-, and interior-methyl alkane branched chains.  The 
CG train thus provides high-level quantitative information about n-
alkane content and chain length, as well as the contents of a variety of 
methyl-alkane moieties; however the sum of identified species is but 
a fraction of the total, typically amounting to ~ 40% of feedstock 
atoms.  Both IR and CG trains are combined to form a set of NMR 
groups that characterize the feedstock. 
 
NMR Experiments 

13-C.  Figure 1 shows the 13-C NMR spectrum of an AGO 
feedstock called A1 in Table 1 (infra). The position of a peak on the 
x-axis, its resonance frequency or chemical shift, c, in units of ppm 
relative to TMS, is indicative of C atom type, while peak height on 
the y-axis, its absorption intensity, i, with arbitrary units, is roughly 
proportional to the abundance of such C atoms in the sample.  Precise 
carbon atom amounts are obtained from peak integration, these 
integrals being the five continuously increasing stepped segments in 
the figure, their c-domains and magnitudes being noted below the 
abscissa. 

 
Figure 1. Annotated 13-C spectrum of an AGO feedstock. 
   

The major spectral regions observed are: 

 

Region c (range) C-atom type 
TMS 0.0 methyl carbons in TMS 
Cal 10 - 52 aliphatic carbons, sp3 hybridized 
DIOX ~67 methylene carbons in DIOX 
CDCl3 ~78 triad C in CDCl3 solvent 
Car 112 - 150 aromatic carbons, sp2 hybridized 

The wide separation between the regions of aliphatic and of 
aromatic carbons is noteworthy, allowing unambiguous delineation of 
these two broad categories; the integrals corresponding to these 
regions provide the carbon aromaticity Car = 11.5%.  Further 
demarcations shown below the spectrum, called Cumulative Integral 
Regions, sort carbon atoms into categories with the following 
approximate chemical interpretations:  Carqt is aromatic quaternary, 
which are inherently of two kinds, either fused ring junction or 
substituted, not distinguished here; Carpi and Carpo are both 
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aromatic protonated, with subtle distinctions between them; the sum 
Car(qt+pi+po) = Car. 

Among aliphatic carbons, Calhs is aliphatic highly substituted, 
Calbr is aliphatic branched (single substitution, such as methyl), 
Calch is aliphatic chains, mainly CH2, and Calme is aliphatic 
methyls, all CH3.  Many additional individual spectral regions can be 
distinguished in Figure 1, and these have been labelled beside their 
principal peaks as follows:  Regions B, D, H, and G (two tall peaks at 
c ~30) respectively contain the carbon atoms C1, C2, C3, and (C4, C
≥5) in linear n-alkane chains.  Region C contains mainly methyl 
groups, pendant on a variety of alkane, cyclo-alkane and aromatic 
structures.  Regions E and F contain carbon atoms in C5- and C6-
cyclo-alkane rings, as well as C2 in 2-methyl-alkanes.  Regions A, I, 
J and K contain carbon atoms from branched (iso-) alkanes.  Peaks of 
the n-alkane moiety in regions B, D, H, and G, called a Canonical 
Group, reveal the present AGO to possess an n-alkane chain content 
of 24.9 C atoms per 100 C atoms of feedstock, with an average chain 
length L = 6.9, that is, for every pair of terminal n-alkane atoms (C1, 
C2), there are 4.9 interior n-alkane atoms (C3, C4, C≥5). 

1-H.  Figure 2 shows the 1-H NMR spectrum of AGO feedstock 
A1.  The x-axis is resonance frequency, or chemical shift, h, in units 
of ppm relative to TMS, indicative of hydrogen type, while the y-axis 
is absorption intensity, i, with arbitrary units, approximately 
proportional to the abundance of such hydrogen atoms in the sample.  
Accurate hydrogen amounts are obtained from integrals of peak 
intensities, seen as four continuous stepped lines in the figure, their h-
domains and numerical magnitudes noted below the abscissa.   

 
Figure 2. Annotated 1-H spectrum of an AGO feedstock. 
   

The 1-H spectrum has the following regions: 
Region h (range) H-atom type 
TMS 0.0 H in methyls of TMS 
Hgam, Hbet, Hbzy 0.4 - 3.2 Aliphatic H, attached to sp3 

hybridized C atoms 
DIOX ~3.65 H in methylenes of DIOX 
Har 6.5 - 9.2 aromatic H, attached to sp2 

hybridized ring C atoms 
 

The wide separation between the regions of aliphatic and of 
aromatic hydrogens is noteworthy, permitting their unambiguous 
delineation, and providing the hydrogen aromaticity Har = 4.4%. The 
Cumulative Integral Regions, shown below the spectrum, have the 
following approximate chemical interpretations.  The aromatic H 
region is subdivided into Hart, Hard, and Harm, with sum 
Har(t+d+m) = Har; of these, Harm contains H atoms from all 
aromatic rings; Hard contains H atoms from ≥ 2- but not from 1-ring 
aromatics; and Hart contains H atoms from ≥ 3- but not from ≤ 2-ring 

aromatics.  Next, Hbzy are benzylic H atoms, attached to aliphatic C 
atoms bonded to aromatic rings; Hbzy thus reflects the degree of 
aromatic ring substitution.  Of the two broad benzylic peaks in the 
spectrum, α1 is mainly H atoms on methyls pendant on mono-
aromatic rings, while α2 contains a host of other benzylic hydrogens.  
Hbet are H atoms attached to aliphatic C atoms bonded to other 
aliphatic C atoms; region Hbeta, with huge peak β1, is primarily H 
atoms in the methylene CH2 units of alkyl chains, while Hbetb 
includes H atoms on CH (methine) and CH2 (methylene), the peaks 
β2, β3 including H atoms on alicyclic rings.  Hgam, with large twin 
peaks γ, are H atoms in aliphatic methyls CH3. 

2-D HETCOR. Figure 3 is a 2-dimensional contour plot 
showing the islands in an H-C atom correlation spectrum of AGO 
feedstock A1. 

 
Figure 3. Annotated HETCOR spectrum of an AGO feedstock. 
  

  The HETCOR experiment, described by Gray (1994), is the 
equivalent of recording full 1-H spectra, such as shown in Figure 2, at 
each of a myriad slices of a 13-C spectrum, such as shown in Figure 
1.  A correlation island at chemical shift coordinates [c, h] represents 
a carbon of shift c connected to a hydrogen of shift h, with island 
cross-section (actually, its peak height and volume) crudely related to 
the abundance of the correlated atoms in the feedstock.  In Figure 3, 
with abscissa (F2 axis) c and ordinate (F1 axis) h, the large lens-
shaped island #3 at coordinates [c, h] = [14.2, 0.89] arises from the H 
and C atoms in the terminal methyl group of an n-alkane chain and is 
labeled n-Alk C1. This particular island has peak height p = 232 units 
on a scale where the spectral noise level is p ~ 1; the 37 islands 
visible on the figure have peak heights 283 > p > 4, with all signals 
well above noise. Islands that have been chemically identified are 
labelled in four rows, top to bottom, representing methyl CH3, 
methylene CH2, methine CH, and benzylic methyl CH3 carbons. 
Identified islands belong to the following Canonical Groups: n-alkane 
(C1, C2, C3, C4, C≥5), 2-methyl alkane (C1, C2, C3), 3-methyl 
alkane (C1, Me, C3), 4-methyl alkane (C1, C3, C4), interior-methyl 
alkane (Me, Cj(unction)), methyl-cycloalkane (Me, C3(ring)), and 2-
methyl naphthalene (Me). 
 
Results 

Both conventional and MIPF characterizations were acquired for 
six pyrolysis feedstocks, three AGOs and three HCRs, with results 
for two AGOs A1 and A2  and an HCR R1 shown in Table 1. 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  235



 
Table 1.  Conventional and MIPF Characterizations. 

       
Entry  A1 A2   R1 
CONVENTIONAL DATA 
SG 15.6C 0.838 0.843   0.835 
H Wt% 13.55  13.27    14.82 
C Wt% 86.34  86.51    85.18 
S Wt% 0.12  0.20    0.00 
Helem H/100 C 187 183   207 
MIPF DATA 
IR Train C13      
diox/oil Gravim 0.102 0.096 ±  0.001 0.096 
diox/oil Spectral 0.099 0.106 ±  0.005 0.094 
Car C/100 C 11.5 15.2 ±  0.3 0.0 
CIRs       
Calme  17.1 18.9 ±  0.6 12.8 
Calch  44.3 44.6 ±  0.6 67.0 
Calbr  18.5 16.5 ±  0.3 16.8 
Calhs  8.7 4.8 ±  0.7 3.4 
Carpo  4.6 4.4 ±  0.7 0.0 
Carpi  2.0 3.0 ±  0.0 0.0 
Carqt  4.9 7.8 ±  0.5 0.0 
Sum  100.0 100.0   100.0 
       
IR Train H1      
diox/oil gravimetric 0.109 0.105 ±  0.001 0.093 
diox/oil Spectral 0.112 0.106 ±  0.006 0.090 
Har H/100 H 4.4 5.6 ±  0.3 0.1 
CIRs       
Hgam  35.4 33.7 ±  1.2 21.9 
Hbeta  50.7 47.5 ±  0.4 70.8 
Hbetb  7.0 8.6 ±  1.3 6.7 
Hbzy  2.5 4.7 ±  0.6 0.5 
Harm  2.5 3.2 ±  0.0 0.1 
Hard  1.4 1.7 ±  0.1 0.0 
Hart  0.5 0.7 ±  0.1 0.0 
Sum  100.0 100.0   100.0 
       
CG Train C13      
Lna Atoms 6.9 5.9 ±  0.0 9.7 
Groups C/100 C     
Can n-Alkane 24.9 21.8 ±  1.5 50.3 
Cma Me-Alkane 12.3 13.6 ±  0.7 14.6 
Ccs Cyc+Sub 51.3 49.5 ±  2.5 35.1 
Car Aromatic 11.5 15.2 ±  0.3 0.0 
Sum  100.0 100.0   100.0 

  
Conventional properties included specific gravity and elemental 

assays of H, C, and S, from which H elem, H atoms/100 C atoms, has 
been calculated. 

MIPF data include results from the IR and CG trains; for 
samples run in duplicate, average values and an estimate of their 
experimental uncertainty are quoted.  Among IR train C13 data, the 
two rows labelled diox/oil are the ratios of carbon atoms in the 
dioxane internal standard to those in the oil; the gravimetric row was 

calculated from sample preparation and elemental assays while the 
spectral row was independently derived from the regional integrals of 
the experimental spectra.  Agreement between these internal standard 
ratios is a stringent test of C13 NMR data fidelity.  The next row, 
Car, and then the next seven rows, called CIRs for Cumulative 
Integral Regions, provide a breakdown of feedstock carbon atom 
types, as percentages.  CIRs are so named because each is the 
accumulation of Detailed Integral Regions, DIRs, which represent the 
finest parsing of  spectral integrals; CIRs were earlier delineated in 
Figure 1 and their chemical significance pointed out.  Data from the 
IR train H1 are analogous to those from the IR train C13, with two 
diox/oil rows, gravimetric and spectral, followed by Har and then 
seven CIRs, that were earlier considered in the 1-H NMR spectrum in 
Figure 2.  Finally, the first row of the CG Train C13 data provides the 
average chain length of n-alkane moieties in the feedstock, Lna in C 
atoms.  The second and third rows respectively provide the 
percentages of C atoms in n-alkane moieties Cna, and in methyl-
alkane moieties Cma, the latter comprizing 2-, 3-, 4-, 5-, and interior-
methyl substituted alkane moieties.  These are used, along with Car 
from the IR train, shown again in the fifth row, to form a set of 4 
NMR-derived Canonical Groups for each feedstock.  In the fourth 
row, the group Ccs, comprizing cyclic and highly substituted 
aliphatic C atoms, is a remnant (often large) obtained from Ccs = 100 
- Cna - Cma - Car. 

Dioxane/Oil Ratios.  Ratios of dioxane to oil D/O,g from the 
gravimetric sample preparation procedure to those derived from 
spectral integration D/O,s for each of the C13 and H1 spectra 
recorded provided the average relation: 
(E1) D/O,s = (1.00±0.06) D/O,g.  
The present NMR integrals are thus accurate to within 6% absolute. 
Such noteworthy quantitative fidelity shows that modern NMR 
spectrometers can excite and detect diverse kinds of C and H atoms 
in the feedstock over wide frequency ranges on both sides of the C 
and H atoms in the dioxane internal standard. 

MIPF Maps and Carbon Atom Groups.  The NMR data in 
Table 1 provide three types of maps and two sets of carbon atom 
groups to characterize feedstocks in regard to their pyrolysis 
performance.  These are, respectively, an aromaticity map, Car vs 
Har, a chain map, Cna vs Lna, and a branch map, Cna vs. Cma, as 
well as the sets of CIR and CG groups.  For the present examples, the 
aromaticity map shows that while AGOs A1 and A2 differ 
appreciably in absolute terms, they possess similar ratios of Har/Car 
≈ 0.37, implying similarity in their respective fractions of protonated, 
substituted, and ring junction aromatic carbons. The chain map 
reveals n-alkane chain contents and lengths to vary such that R1 >> 
A1 > A2 while the branch map provides ratios of methyl-alkanes/n-
alkane in the order R1 << A1 < A2; both maps suggest that in 
producing ethylene, R1 should prove superior to both A1 and A2, and 
among the latter, A1 might be a bit better than A2. 

MIPF-derived carbon atom groups for feedstocks A1 and R1 are 
depicted as pie charts in Figure 4.  For each feedstock, the IR train 
pie has six slices [Calme, Calch, Calbr, Calhs, Carpr, Carqt], 
respectively denoting  percentages of aliphatic methyl, chain, branch, 
highly-substituted carbons and aromatic protonated and quaternary 
carbons, while the CG train pie has four slices [Cna, Cma, Ccs, Car], 
respectively the percentages of n-alkane, methyl-alkane, alicyclic + 
highly substituted, and aromatic carbon atoms in the feedstock.  The 
IR pie offers a complete but coarse sorting of the types of carbon 
atoms in a feedstock whereas the CG train offers refined information 
about carbons contained in n-and methyl alkane moieties but leaves a 
significant fraction of them, from 1/3 to 1/2, unassigned, in the 
remnant Ccs. A comparison between feedstocks A1 and R1 shows 
their respective IR and CG group pies to differ significantly, with R1 
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containing far more n-alkanes and virtually no aromaticity;  on this 
basis, R1 should prove superior to A1 in producing more olefins and 
less pyrolysis fuel oil. 

 

 
Figure 4. MIPF-derived carbon atom groups in two feedstocks. 
 
Relation of MIPF to Pyrolysis Performance  

Some examples are presented to illustrate how MIPF parameters 
might relate to pyrolysis product yields.  Our slate of feedstocks, as 
well as three pure n-alkanes, namely decane, dodecane and 
hexadecane, were cracked using steam/hydrocarbon ratios ~ 1 and  
“kinetic severities” K* ~ 2, as defined by Zdonik, Green and Hallee 
(1969).  Reaction conditions and experimental apparatus were akin to 
those in an earlier work concerning  pyrolysis of virgin and 
hydrogenated gas oils (Virk, Korosi and Woebcke 1979b).   

Three fractions define overall pyrolysis yields, namely, in 
descending order of desirability, GAS, C4 and lighter; raw pyrolysis 
gasoline RPG, C5 to 400 F; and pyrolysis fuel oil PFO, >400 F.  
Figure 5, called a “yield fingerprint”, is a Cartesian plot of GAS 
yield, wt%, versus IR Region 1, comprizing the sum of the first two 
CIRs (Calme + Calch), in C/100 C. 
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Figure 5. Yield fingerprint of GAS vs IR Region 1. 
 

The GAS yields obtained from each feedstock are essentially 
equal to, perhaps a bit less than, the corresponding magnitudes of IR 
Region 1.  Next, Figure 6 is a fingerprint of PFO yield, wt%, versus 
IR Region 3, which comprises the sum of CIRs 4 to 7, namely (Calhs 
+ Car), in C/100 C. 
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Figure 6. Yield fingerprint of PFO vs IR Region 3. 
 
The PFO yields obtained from each feedstock are essentially equal to, 
perhaps a tad higher than, the corresponding magnitudes of IR 
Region 3. With GAS ≈ CIR(1+2) and PFO ≈ CIR(4+5+6+7), it 
follows from the requisite conservations that RPG ≈ CIR(3) = Calbr, 
called IR Region 2.  It is mildly astonishing that the NMR-derived IR 
regions, that are simply sums of adjacent CIRs, should relate so 
directly to the respective amounts of the three overall pyrolysis 
products.  This connection, which has not hitherto been reported, 
should be fun to explore and exploit. 

 Turning to individual products, Figure 7 presents a fingerprint 
for the major olefin, ethylene, using CG Cna, n-alkane chain content. 
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Figure 7. Yield fingerprint of Ethylene vs CG Cna, n-alkane chains. 
 

Results from the pure n-alkanes, with Cna = 100, suggest that 
under the present pyrolysis conditions, n-alkane chains provide 
ethylene yield ≈ 0.4*Cna.  Ethylene yields observed from the 
feedstocks range from (0.7 to 1.0)*Cna, and must therefore 
additionally arise from moieties other than n-alkanes.  Finally, Figure 
8 shows the fingerprint for a minor product, buta-1,3-diene, using CG 
Cna>2, n-alkane interior carbons, based on the notion of butadiene 
being a secondary product.  The pure n-alkanes provide butadiene 
yield ≈ 0.1*Cna>2 while the AGO and HCR feedstocks have 
butadiene yields ≈ (0.2 to 0.3)*Cna>2, showing, as for ethylene, that 
butadiene must additionally arise from moieties other than n-alkane 
chain interiors.   
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Figure 8. Yield fingerprint of Butadiene vs CG Cna>2, n-alkane 
interior carbons. 
 

It is interesting that both ethylene and butadiene are abundant 
products of cyclohexane pyrolysis (Virk, Korosi and Woebcke 
1979a), so that alicyclic moieties in the feedstocks might well 
provide additional sources for the ethylene and butadiene yields 
observed in excess of those expected from n-alkane chains. 
   
Conclusions. 
1.  A MIPF system has been devised for quantitative NMR-assays of 
AGOs and HCRs according to a coarse but quantitative IR Train and 
a fine but fractional CG Train.  
 
2.  Annotated 13-C, 1-H, and 2-D HETCOR spectra of  an AGO 
feedstock were presented to illustrate the system. 
 
3.  MIPF results for three each AGO and HCR feedstocks included: 
Gravimetric vs spectral dioxane/oil ratios. 
Carbon and Hydrogen aromaticities. 
n-Alkane chain contents and chain lengths. 
Characterization by IR and CG train carbon atom groups. 
 
4.  Overall and individual pyrolysis product yields at fixed cracking 
severity K* ~ 2 were related to NMR-derived carbon atom groups as 
follows: 
GAS (C4 and lighter) yields approximately equalled  the unbranched, 
unsubstituted aliphatic carbons found from the IR train. 
PFO (> 400F) yields roughly equalled the sum of (substituted + 
aromatic) carbons found from the IR train. 
Ethylene yields varied with n-alkane chain content found from the 
CG train and butadiene yields varied with n-alkane internal carbons, 
also found from the CG train, but for both these products the 
observed yields exceeded those expected from n-alkane moities 
alone. 
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Abstract 

A system for the Magnetic Imaging of Pyrolysis Feedstocks, 
acronym MIPF (pronounced with P silent) has been devised 
comprizing three facets.  First, sample preparation incorporates 
internal standards into the feedstock oils, to enable precise analysis of 
the NMR experiments. Second, NMR experiments are performed to 
provide quantitative C13 and H1 spectra, with spectral features 
elaborated by 1-D and 2-D procedures such as DEPT, COSY and 
HETCOR.  Third, data analysis employs (1) an Integral Regions 
train, which provides coarse but complete information about all the 
carbon and hydrogen atoms in a feedstock, particularly the aromatic 
C and H atoms, and (2) a Canonical Groups train, which provides 
high-level information about chemical moieties, but detects only ~1/3 
of all the atoms in the feedstock, particularly those in n- and methyl-
alkane chains. An example illustrates how the MIPF parameters of an 
AGO feedstock might presage its performance in an ethylene plant. 
 
Introduction 

 The present work derives from the need to engineer and predict 
the performance of modern pyrolysis coils that must crack diverse 
feedstocks at ever increasing temperatures, reaction severities and 
product selectivities. NMR imaging adds a unique dimension to 
olefin feedstock characterization because of its intimate relation to 
molecular topology and carbon atom hybridization. The most 
valuable olefins, ethylene, propylene, and butadiene, arise from 
operation of the free radical pathways prevalent during pyrolysis 
upon specific chemical moieties contained within the feedstock, 
respectively, normal-alkane chains, n-alkyl chain termini and methyl- 
alkyl units, and interior methylene chains.  Individual sp3-hybridized 
carbon atoms within each of these moieties can be detected by NMR, 
to anticipate the corresponding olefin yields available from pyrolysis. 

Of the voluminous literature on NMR applied to hydrocarbon 
mixtures, the present work has most been influenced by the classic 
papers of Knight (1967), Shoolery and Budde (1976) and Deutsche, 
Jancke and Zeigan (1976), specific articles by Ladner and Snape 
((1978), Gillet et al (1981), Netzel et al (1981), and especially 
Cookson and Smith (1985, 1987), and the texts by Stothers (1972), 
Breitmaier and Voelter (1987) and Croasmun and Carlson (1994).  In 
an earlier work (Virk 1999), akin to the present, NMR was applied to 
enhance conventional and mass spectrometric characterizations of 
FCC feedstocks.  
 
MIPF System 

 Samples are prepared with gravimetric incorporation of internal 
standards into the feedstock oils, here AGOs and HCRs, to enable 
precise analysis and interpretation of the NMR experiments.  Three 
internal standards are used, namely, deuterochloroform CDCl3, as oil 
solvent and spectrometer lock; dioxane, C4H8O2, abbr DIOX, to 
assist in spectral integrations; and tetramethylsilane, Si(CH3)4, abbr 
TMS, as a spectral frequency reference.  The primary NMR 
experiments performed provide quantitative C13 and H1 spectra, the 
spectral regions and individual resonances observed therein being 
identified and interpreted by additional 1-D and 2-D procedures that 
include DEPT, COSY, and HETCOR.  Spectral data are analysed in 
two trains, according to either their integral regions, abbr IR, or their 

canonical groups, abbr CG.  In the IR train, the observed spectra are 
parsed into more or less coarse regions, each comprizing chemically 
similar sorts of atoms.  The IR train accounts for 100% of feedstock 
atoms and provides useful overall parameters, such as the percent of 
feedstock atoms, either carbon or hydrogen, that are aromatic, as well 
as more detailed regional data, and thence hydrogen atom counts, and 
thermochemical information.  In the CG train, certain groups of 
spectral peaks that arise from atoms belonging to particular molecular 
moieties are recognized, particularly those in linear n-alkane chains 
and in 2-, 3-, 4-, 5-, and interior-methyl alkane branched chains.  The 
CG train thus provides high-level quantitative information about n-
alkane content and chain length, as well as the contents of a variety of 
methyl-alkane moieties; however the sum of identified species is but 
a fraction of the total, typically amounting to ~ 40% of feedstock 
atoms.  Both IR and CG trains are combined to form a set of NMR 
groups that characterize the feedstock. 
 
NMR Experiments 

13-C.  Figure 1 shows the 13-C NMR spectrum of an AGO 
feedstock called A1 in Table 1 (infra). The position of a peak on the 
x-axis, its resonance frequency or chemical shift, c, in units of ppm 
relative to TMS, is indicative of C atom type, while peak height on 
the y-axis, its absorption intensity, i, with arbitrary units, is roughly 
proportional to the abundance of such C atoms in the sample.  Precise 
carbon atom amounts are obtained from peak integration, these 
integrals being the five continuously increasing stepped segments in 
the figure, their c-domains and magnitudes being noted below the 
abscissa. 

 
Figure 1. Annotated 13-C spectrum of an AGO feedstock. 
   

The major spectral regions observed are: 

 

Region c (range) C-atom type 
TMS 0.0 methyl carbons in TMS 
Cal 10 - 52 aliphatic carbons, sp3 hybridized 
DIOX ~67 methylene carbons in DIOX 
CDCl3 ~78 triad C in CDCl3 solvent 
Car 112 - 150 aromatic carbons, sp2 hybridized 

The wide separation between the regions of aliphatic and of 
aromatic carbons is noteworthy, allowing unambiguous delineation of 
these two broad categories; the integrals corresponding to these 
regions provide the carbon aromaticity Car = 11.5%.  Further 
demarcations shown below the spectrum, called Cumulative Integral 
Regions, sort carbon atoms into categories with the following 
approximate chemical interpretations:  Carqt is aromatic quaternary, 
which are inherently of two kinds, either fused ring junction or 
substituted, not distinguished here; Carpi and Carpo are both 
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aromatic protonated, with subtle distinctions between them; the sum 
Car(qt+pi+po) = Car. 

Among aliphatic carbons, Calhs is aliphatic highly substituted, 
Calbr is aliphatic branched (single substitution, such as methyl), 
Calch is aliphatic chains, mainly CH2, and Calme is aliphatic 
methyls, all CH3.  Many additional individual spectral regions can be 
distinguished in Figure 1, and these have been labelled beside their 
principal peaks as follows:  Regions B, D, H, and G (two tall peaks at 
c ~30) respectively contain the carbon atoms C1, C2, C3, and (C4, C
≥5) in linear n-alkane chains.  Region C contains mainly methyl 
groups, pendant on a variety of alkane, cyclo-alkane and aromatic 
structures.  Regions E and F contain carbon atoms in C5- and C6-
cyclo-alkane rings, as well as C2 in 2-methyl-alkanes.  Regions A, I, 
J and K contain carbon atoms from branched (iso-) alkanes.  Peaks of 
the n-alkane moiety in regions B, D, H, and G, called a Canonical 
Group, reveal the present AGO to possess an n-alkane chain content 
of 24.9 C atoms per 100 C atoms of feedstock, with an average chain 
length L = 6.9, that is, for every pair of terminal n-alkane atoms (C1, 
C2), there are 4.9 interior n-alkane atoms (C3, C4, C≥5). 

1-H.  Figure 2 shows the 1-H NMR spectrum of AGO feedstock 
A1.  The x-axis is resonance frequency, or chemical shift, h, in units 
of ppm relative to TMS, indicative of hydrogen type, while the y-axis 
is absorption intensity, i, with arbitrary units, approximately 
proportional to the abundance of such hydrogen atoms in the sample.  
Accurate hydrogen amounts are obtained from integrals of peak 
intensities, seen as four continuous stepped lines in the figure, their h-
domains and numerical magnitudes noted below the abscissa.   

 
Figure 2. Annotated 1-H spectrum of an AGO feedstock. 
   

The 1-H spectrum has the following regions: 
Region h (range) H-atom type 
TMS 0.0 H in methyls of TMS 
Hgam, Hbet, Hbzy 0.4 - 3.2 Aliphatic H, attached to sp3 

hybridized C atoms 
DIOX ~3.65 H in methylenes of DIOX 
Har 6.5 - 9.2 aromatic H, attached to sp2 

hybridized ring C atoms 
 

The wide separation between the regions of aliphatic and of 
aromatic hydrogens is noteworthy, permitting their unambiguous 
delineation, and providing the hydrogen aromaticity Har = 4.4%. The 
Cumulative Integral Regions, shown below the spectrum, have the 
following approximate chemical interpretations.  The aromatic H 
region is subdivided into Hart, Hard, and Harm, with sum 
Har(t+d+m) = Har; of these, Harm contains H atoms from all 
aromatic rings; Hard contains H atoms from ≥ 2- but not from 1-ring 
aromatics; and Hart contains H atoms from ≥ 3- but not from ≤ 2-ring 

aromatics.  Next, Hbzy are benzylic H atoms, attached to aliphatic C 
atoms bonded to aromatic rings; Hbzy thus reflects the degree of 
aromatic ring substitution.  Of the two broad benzylic peaks in the 
spectrum, α1 is mainly H atoms on methyls pendant on mono-
aromatic rings, while α2 contains a host of other benzylic hydrogens.  
Hbet are H atoms attached to aliphatic C atoms bonded to other 
aliphatic C atoms; region Hbeta, with huge peak β1, is primarily H 
atoms in the methylene CH2 units of alkyl chains, while Hbetb 
includes H atoms on CH (methine) and CH2 (methylene), the peaks 
β2, β3 including H atoms on alicyclic rings.  Hgam, with large twin 
peaks γ, are H atoms in aliphatic methyls CH3. 

2-D HETCOR. Figure 3 is a 2-dimensional contour plot 
showing the islands in an H-C atom correlation spectrum of AGO 
feedstock A1. 

 
Figure 3. Annotated HETCOR spectrum of an AGO feedstock. 
  

  The HETCOR experiment, described by Gray (1994), is the 
equivalent of recording full 1-H spectra, such as shown in Figure 2, at 
each of a myriad slices of a 13-C spectrum, such as shown in Figure 
1.  A correlation island at chemical shift coordinates [c, h] represents 
a carbon of shift c connected to a hydrogen of shift h, with island 
cross-section (actually, its peak height and volume) crudely related to 
the abundance of the correlated atoms in the feedstock.  In Figure 3, 
with abscissa (F2 axis) c and ordinate (F1 axis) h, the large lens-
shaped island #3 at coordinates [c, h] = [14.2, 0.89] arises from the H 
and C atoms in the terminal methyl group of an n-alkane chain and is 
labeled n-Alk C1. This particular island has peak height p = 232 units 
on a scale where the spectral noise level is p ~ 1; the 37 islands 
visible on the figure have peak heights 283 > p > 4, with all signals 
well above noise. Islands that have been chemically identified are 
labelled in four rows, top to bottom, representing methyl CH3, 
methylene CH2, methine CH, and benzylic methyl CH3 carbons. 
Identified islands belong to the following Canonical Groups: n-alkane 
(C1, C2, C3, C4, C≥5), 2-methyl alkane (C1, C2, C3), 3-methyl 
alkane (C1, Me, C3), 4-methyl alkane (C1, C3, C4), interior-methyl 
alkane (Me, Cj(unction)), methyl-cycloalkane (Me, C3(ring)), and 2-
methyl naphthalene (Me). 
 
Results 

Both conventional and MIPF characterizations were acquired for 
six pyrolysis feedstocks, three AGOs and three HCRs, with results 
for two AGOs A1 and A2  and an HCR R1 shown in Table 1. 
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Table 1.  Conventional and MIPF Characterizations. 

       
Entry  A1 A2   R1 
CONVENTIONAL DATA 
SG 15.6C 0.838 0.843   0.835 
H Wt% 13.55  13.27    14.82 
C Wt% 86.34  86.51    85.18 
S Wt% 0.12  0.20    0.00 
Helem H/100 C 187 183   207 
MIPF DATA 
IR Train C13      
diox/oil Gravim 0.102 0.096 ±  0.001 0.096 
diox/oil Spectral 0.099 0.106 ±  0.005 0.094 
Car C/100 C 11.5 15.2 ±  0.3 0.0 
CIRs       
Calme  17.1 18.9 ±  0.6 12.8 
Calch  44.3 44.6 ±  0.6 67.0 
Calbr  18.5 16.5 ±  0.3 16.8 
Calhs  8.7 4.8 ±  0.7 3.4 
Carpo  4.6 4.4 ±  0.7 0.0 
Carpi  2.0 3.0 ±  0.0 0.0 
Carqt  4.9 7.8 ±  0.5 0.0 
Sum  100.0 100.0   100.0 
       
IR Train H1      
diox/oil gravimetric 0.109 0.105 ±  0.001 0.093 
diox/oil Spectral 0.112 0.106 ±  0.006 0.090 
Har H/100 H 4.4 5.6 ±  0.3 0.1 
CIRs       
Hgam  35.4 33.7 ±  1.2 21.9 
Hbeta  50.7 47.5 ±  0.4 70.8 
Hbetb  7.0 8.6 ±  1.3 6.7 
Hbzy  2.5 4.7 ±  0.6 0.5 
Harm  2.5 3.2 ±  0.0 0.1 
Hard  1.4 1.7 ±  0.1 0.0 
Hart  0.5 0.7 ±  0.1 0.0 
Sum  100.0 100.0   100.0 
       
CG Train C13      
Lna Atoms 6.9 5.9 ±  0.0 9.7 
Groups C/100 C     
Can n-Alkane 24.9 21.8 ±  1.5 50.3 
Cma Me-Alkane 12.3 13.6 ±  0.7 14.6 
Ccs Cyc+Sub 51.3 49.5 ±  2.5 35.1 
Car Aromatic 11.5 15.2 ±  0.3 0.0 
Sum  100.0 100.0   100.0 

  
Conventional properties included specific gravity and elemental 

assays of H, C, and S, from which H elem, H atoms/100 C atoms, has 
been calculated. 

MIPF data include results from the IR and CG trains; for 
samples run in duplicate, average values and an estimate of their 
experimental uncertainty are quoted.  Among IR train C13 data, the 
two rows labelled diox/oil are the ratios of carbon atoms in the 
dioxane internal standard to those in the oil; the gravimetric row was 

calculated from sample preparation and elemental assays while the 
spectral row was independently derived from the regional integrals of 
the experimental spectra.  Agreement between these internal standard 
ratios is a stringent test of C13 NMR data fidelity.  The next row, 
Car, and then the next seven rows, called CIRs for Cumulative 
Integral Regions, provide a breakdown of feedstock carbon atom 
types, as percentages.  CIRs are so named because each is the 
accumulation of Detailed Integral Regions, DIRs, which represent the 
finest parsing of  spectral integrals; CIRs were earlier delineated in 
Figure 1 and their chemical significance pointed out.  Data from the 
IR train H1 are analogous to those from the IR train C13, with two 
diox/oil rows, gravimetric and spectral, followed by Har and then 
seven CIRs, that were earlier considered in the 1-H NMR spectrum in 
Figure 2.  Finally, the first row of the CG Train C13 data provides the 
average chain length of n-alkane moieties in the feedstock, Lna in C 
atoms.  The second and third rows respectively provide the 
percentages of C atoms in n-alkane moieties Cna, and in methyl-
alkane moieties Cma, the latter comprizing 2-, 3-, 4-, 5-, and interior-
methyl substituted alkane moieties.  These are used, along with Car 
from the IR train, shown again in the fifth row, to form a set of 4 
NMR-derived Canonical Groups for each feedstock.  In the fourth 
row, the group Ccs, comprizing cyclic and highly substituted 
aliphatic C atoms, is a remnant (often large) obtained from Ccs = 100 
- Cna - Cma - Car. 

Dioxane/Oil Ratios.  Ratios of dioxane to oil D/O,g from the 
gravimetric sample preparation procedure to those derived from 
spectral integration D/O,s for each of the C13 and H1 spectra 
recorded provided the average relation: 
(E1) D/O,s = (1.00±0.06) D/O,g.  
The present NMR integrals are thus accurate to within 6% absolute. 
Such noteworthy quantitative fidelity shows that modern NMR 
spectrometers can excite and detect diverse kinds of C and H atoms 
in the feedstock over wide frequency ranges on both sides of the C 
and H atoms in the dioxane internal standard. 

MIPF Maps and Carbon Atom Groups.  The NMR data in 
Table 1 provide three types of maps and two sets of carbon atom 
groups to characterize feedstocks in regard to their pyrolysis 
performance.  These are, respectively, an aromaticity map, Car vs 
Har, a chain map, Cna vs Lna, and a branch map, Cna vs. Cma, as 
well as the sets of CIR and CG groups.  For the present examples, the 
aromaticity map shows that while AGOs A1 and A2 differ 
appreciably in absolute terms, they possess similar ratios of Har/Car 
≈ 0.37, implying similarity in their respective fractions of protonated, 
substituted, and ring junction aromatic carbons. The chain map 
reveals n-alkane chain contents and lengths to vary such that R1 >> 
A1 > A2 while the branch map provides ratios of methyl-alkanes/n-
alkane in the order R1 << A1 < A2; both maps suggest that in 
producing ethylene, R1 should prove superior to both A1 and A2, and 
among the latter, A1 might be a bit better than A2. 

MIPF-derived carbon atom groups for feedstocks A1 and R1 are 
depicted as pie charts in Figure 4.  For each feedstock, the IR train 
pie has six slices [Calme, Calch, Calbr, Calhs, Carpr, Carqt], 
respectively denoting  percentages of aliphatic methyl, chain, branch, 
highly-substituted carbons and aromatic protonated and quaternary 
carbons, while the CG train pie has four slices [Cna, Cma, Ccs, Car], 
respectively the percentages of n-alkane, methyl-alkane, alicyclic + 
highly substituted, and aromatic carbon atoms in the feedstock.  The 
IR pie offers a complete but coarse sorting of the types of carbon 
atoms in a feedstock whereas the CG train offers refined information 
about carbons contained in n-and methyl alkane moieties but leaves a 
significant fraction of them, from 1/3 to 1/2, unassigned, in the 
remnant Ccs. A comparison between feedstocks A1 and R1 shows 
their respective IR and CG group pies to differ significantly, with R1 
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containing far more n-alkanes and virtually no aromaticity;  on this 
basis, R1 should prove superior to A1 in producing more olefins and 
less pyrolysis fuel oil. 

 

 
Figure 4. MIPF-derived carbon atom groups in two feedstocks. 
 
Relation of MIPF to Pyrolysis Performance  

Some examples are presented to illustrate how MIPF parameters 
might relate to pyrolysis product yields.  Our slate of feedstocks, as 
well as three pure n-alkanes, namely decane, dodecane and 
hexadecane, were cracked using steam/hydrocarbon ratios ~ 1 and  
“kinetic severities” K* ~ 2, as defined by Zdonik, Green and Hallee 
(1969).  Reaction conditions and experimental apparatus were akin to 
those in an earlier work concerning  pyrolysis of virgin and 
hydrogenated gas oils (Virk, Korosi and Woebcke 1979b).   

Three fractions define overall pyrolysis yields, namely, in 
descending order of desirability, GAS, C4 and lighter; raw pyrolysis 
gasoline RPG, C5 to 400 F; and pyrolysis fuel oil PFO, >400 F.  
Figure 5, called a “yield fingerprint”, is a Cartesian plot of GAS 
yield, wt%, versus IR Region 1, comprizing the sum of the first two 
CIRs (Calme + Calch), in C/100 C. 
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Figure 5. Yield fingerprint of GAS vs IR Region 1. 
 

The GAS yields obtained from each feedstock are essentially 
equal to, perhaps a bit less than, the corresponding magnitudes of IR 
Region 1.  Next, Figure 6 is a fingerprint of PFO yield, wt%, versus 
IR Region 3, which comprises the sum of CIRs 4 to 7, namely (Calhs 
+ Car), in C/100 C. 
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Figure 6. Yield fingerprint of PFO vs IR Region 3. 
 
The PFO yields obtained from each feedstock are essentially equal to, 
perhaps a tad higher than, the corresponding magnitudes of IR 
Region 3. With GAS ≈ CIR(1+2) and PFO ≈ CIR(4+5+6+7), it 
follows from the requisite conservations that RPG ≈ CIR(3) = Calbr, 
called IR Region 2.  It is mildly astonishing that the NMR-derived IR 
regions, that are simply sums of adjacent CIRs, should relate so 
directly to the respective amounts of the three overall pyrolysis 
products.  This connection, which has not hitherto been reported, 
should be fun to explore and exploit. 

 Turning to individual products, Figure 7 presents a fingerprint 
for the major olefin, ethylene, using CG Cna, n-alkane chain content. 
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Figure 7. Yield fingerprint of Ethylene vs CG Cna, n-alkane chains. 
 

Results from the pure n-alkanes, with Cna = 100, suggest that 
under the present pyrolysis conditions, n-alkane chains provide 
ethylene yield ≈ 0.4*Cna.  Ethylene yields observed from the 
feedstocks range from (0.7 to 1.0)*Cna, and must therefore 
additionally arise from moieties other than n-alkanes.  Finally, Figure 
8 shows the fingerprint for a minor product, buta-1,3-diene, using CG 
Cna>2, n-alkane interior carbons, based on the notion of butadiene 
being a secondary product.  The pure n-alkanes provide butadiene 
yield ≈ 0.1*Cna>2 while the AGO and HCR feedstocks have 
butadiene yields ≈ (0.2 to 0.3)*Cna>2, showing, as for ethylene, that 
butadiene must additionally arise from moieties other than n-alkane 
chain interiors.   
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Figure 8. Yield fingerprint of Butadiene vs CG Cna>2, n-alkane 
interior carbons. 
 

It is interesting that both ethylene and butadiene are abundant 
products of cyclohexane pyrolysis (Virk, Korosi and Woebcke 
1979a), so that alicyclic moieties in the feedstocks might well 
provide additional sources for the ethylene and butadiene yields 
observed in excess of those expected from n-alkane chains. 
   
Conclusions. 
1.  A MIPF system has been devised for quantitative NMR-assays of 
AGOs and HCRs according to a coarse but quantitative IR Train and 
a fine but fractional CG Train.  
 
2.  Annotated 13-C, 1-H, and 2-D HETCOR spectra of  an AGO 
feedstock were presented to illustrate the system. 
 
3.  MIPF results for three each AGO and HCR feedstocks included: 
Gravimetric vs spectral dioxane/oil ratios. 
Carbon and Hydrogen aromaticities. 
n-Alkane chain contents and chain lengths. 
Characterization by IR and CG train carbon atom groups. 
 
4.  Overall and individual pyrolysis product yields at fixed cracking 
severity K* ~ 2 were related to NMR-derived carbon atom groups as 
follows: 
GAS (C4 and lighter) yields approximately equalled  the unbranched, 
unsubstituted aliphatic carbons found from the IR train. 
PFO (> 400F) yields roughly equalled the sum of (substituted + 
aromatic) carbons found from the IR train. 
Ethylene yields varied with n-alkane chain content found from the 
CG train and butadiene yields varied with n-alkane internal carbons, 
also found from the CG train, but for both these products the 
observed yields exceeded those expected from n-alkane moities 
alone. 
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Introduction 

Particulate air pollution is a complex mixture of organic and 
inorganic compounds, which contain transition metals, such as iron 
(usually most abundant), copper, nickel, vanadium, and cobalt.  
These metals can react with molecular oxygen in a series of one-
electron reductions to produce the highly reactive hydroxyl radical 
HO$, as shown in the following reactions for iron: 

 
Fe(III) + Reductant (n) → Fe(II) + Reductant (n+1) 

Fe(II) + O2  Ω Fe(III) + O2
$-

O2
$- + HO2

$ + H+ → H2O2 + O2

Fe(II) + H2O2 → Fe(III) + OH- + HO$

The HO$  is by far the most damaging species in these reactions 
and is capable of reacting with all biological molecules.  The 
reactivity of iron bound to proteins is controlled so that little if any 
generation of ROS will occur.  However, iron bound in biological 
systems to low-molecular-weight chelators, such as citrate, is redox 
active.  The above reactions will continue to cycle until all of the 
reductant or oxygen are consumed.  Thus, a small amount of iron (or 
other transition metal) can produce a significant effect when not 
controlled by an appropriate protein. 

Iron can exist in 16 different oxide forms, depending upon the 
conditions during the formation of the oxide.  It is critical in studying 
particles containing iron to elucidate the form that is responsible for 
the effects observed.  Some oxides of iron, such as hematite (Fe2O3) 
and magnetite (Fe3O4), are relatively inert 1 because the iron is 
unreactive in the solid and not easily mobilized from these particles.  
However, certain other forms, such as some ferric oxy/hydroxides 
(ferrihydrite), or iron in ionic interactions with silicates, e.g. asbestos 
2, erionite 3 or other zeolites 4, are very reactive and the iron in these 
is capable of being easily mobilized.  Therefore, the speciation of the 
iron in the solid absolutely determines the level of mobilization and 
reactivity of the iron. 

The mobilization of iron from particulates into solution is highly 
dependent upon the pH.  The rate increases as the pH decreases.  
However, at physiological pH (7.5), mobilization of iron from a 
particulate requires the presence of a chelator 2,6,7.  

 
Particle Generation 

Three commercially important coals were combusted in a pilot 
scale laboratory furnace under controlled conditions.  The Illinois 
coal is a bituminous c coal with high iron levels as both included and 
excluded pyrite 9.  The North Dakota coal is a low iron-containing 
lignite, and the Utah coal is a bituminous b with low sulfur content.  
Smith et al. 10 reviewed the chemistry and combustion properties of 
these and other research coals. 

The CFA samples to be studied were generated in a 30 kW 
furnace that simulates the time and gas temperature history of a full 
size coal-fired boiler.  The furnace is described in detail by Spinti 
11,12.  The fractions with mean aerodynamic diameter >10 µm, 2.5-10 
µm, and <2.5 µm were collected 1 m from the exit, where the 

temperature was approximately 1000 K 9.  Less than 5% of the 
exhaust was extracted and cooled by nitrogen dilution before being 
directed into a 1 acfm Andersen cascade impactor.  The >10 µm 
enriched CFA was collected by a preseparator that removes particles 
>10 µm before directing the flow to the Andersen impactor.  The 2.5-
10 µm and <2.5 µm fractions were collected on stages 1-3 and 5-7 of 
the impactor, respectively. 

A second set of particles was generated after the original 
production.  The second set included a <1 µm size that was not 
collected with the original set, but this necessitated changing the 
collection point and method 9.  

  
Mobilization Of Iron  

Because different sizes of CFA from different source coals 
contain differing amounts of iron, which may or may not be available 
to the cell upon endocytosis, a method was needed to determine the 
amount of bioavailable iron.  Work done with crocidolite asbestos 
provided a method for determining bioavailable iron.  Crocidolite 
contains 27% iron by weight and has been shown to catalyze many of 
the same reactions as iron in vitro, including HO$ formation 13,14, 
DNA single-strand breaks 15, and lipid peroxidation 16,17.  
Mobilization of iron from crocidolite was possible, but only in the 
presence of a chelator, such as EDTA or citrate 18.  Chao et al. 8 
showed that iron mobilization by citrate in a cell free system 
correlates with the amount of iron mobilized from crocidolite in 
A549 cells. 

Coal Fly Ash.  Further studies of iron in particles were 
performed using the size fractioned CFA particles, as described 
previously 7.  The amount of iron mobilized from CFA was a 
function of particle size and of the parent coal 7, with the <2.5 µm 
fraction having more iron mobilized at 24 h than the 2.5-10 µm size 
fraction, which also had more mobilized iron than the >10 µm size 
fraction.  The Utah <2.5 µm and 2.5-10 µm fractions had 
significantly higher iron mobilization levels than the same size 
fraction of either the Illinois or North Dakota CFA samples. 

Ferritin levels were inversely related to size 7,19.  The Utah CFA 
samples induced 0.23 to 1.29 ng ferritin/µg total protein, while 
Illinois CFA samples yielded 0.36 to 0.98 ng ferritin/µg total protein, 
and North Dakota induced 0.14 to 0.51 ng ferritin/µg total protein.  
The control levels in all experiments were 0.08 ng ferritin/µg total 
protein.  The increase in ferritin levels from one size to the next was 
shown to be statistically significant with P < 0.05 (Student=s t test).  
In addition to the inverse correlation to size, the induced level of 
ferritin also depended upon the source coal, Utah>Illinois>North 
Dakota.  The ferritin levels induced by any given size fraction were 
found to be significantly different from the ferritin levels induced by 
the same size fraction of the other coals.  The only exception being 
the Utah and Illinois 2.5-10 µm fractions, which were not statistically 
different. 

   
Induction of Interleukin-8 

Interleukin-8 is an important cytokine involved in inflammatory 
processes.  Reactive oxygen species have been shown to be capable 
of inducing expression of IL-8 in vitro 20-22.  Because iron mobilized 
away from endocytized particles can be involved in generating ROS, 
the hypothesis that iron present in CFA could induce IL-8 was 
investigated 19.  A549 cells were treated with three types of CFA at 
10, 20 or 40 µg/cm2 CFA and the medium was assayed for the 
presence of IL-8.  The amount of IL-8 induced was directly 
proportional to the particle dose.  As with the induction of ferritin, 
IL-8 synthesis was inversely related to particle size.  The 20 µg/cm2 
dose of  Utah <1 µm CFA increased IL-8 levels 5.6-fold over control.  
This same treatment also induced IL-8 synthesis at levels 1.2- and 
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3.6-fold higher than the same size fraction of Illinois and North 
Dakota CFA, respectively.   

To more directly address whether iron was responsible for IL-8 
induction, a sample of the Utah <1 µm CFA was incubated with 1 
mM desferrioxamine B (DF) for 2 weeks with the DF changed 
approximately every two days 19.  This sample was then used to treat 
cells and IL-8 levels were determined.  The DF-treated CFA failed to 
induce IL-8 levels above control levels while CFA incubated for two 
weeks in 50 mM NaCl induced the same levels of IL-8 as freshly 
suspended CFA.  The DF-treated CFA was also tested for iron 
mobilization by citrate.  After 24 h the amount of iron mobilized was 
15-fold lower than before DF-treatment.  These results strongly 
suggest that iron that can be mobilized from particles by citrate is the 
same pool of iron that is responsible for some of the biological 
effects of CFA in cultured cells.  

 
Iron in Aluminosilicate Glass Was the Source of Bioavailable 
Iron 

Iron in CFA is usually found in magnetite-based spinels, 
hematite, or glassy aluminosilicates 23-25.   Mössbauer spectroscopy 
was used to determine the speciation of iron in several samples.  
Analysis of CFA showed that the particles >10 µm (n=2) contained 
43-47% iron in an aluminosilicate glass phase while samples <2.5 
µm (n=2) contained 62-75% .  The crustal dust sample contained no 
iron associated with aluminosilicate glass.  DF treatment of the < 1 
µm CFA for two weeks resulted in a substantial decrease in iron 
associated with glassy aluminosilicate from 62% to 44% of total iron.  
Comparison of the amount of iron removed by DF with the decrease 
in total iron associated with glassy aluminosilicate showed these 
values are consistent.  This data suggests that the involvement of iron 
bound to glassy aluminosilicates in other sources of particulates 
should be investigated, since this iron was so easily mobilized from 
CFA. 

 
Conclusions 

The amount of bioavailable iron released from CFA is 
dependent upon the source of the parent coal and on the particle size, 
showing an increase in the amount of iron that can be mobilized with 
decreasing particle size 7,19.  This may be highly significant in view 
of the epidemiological observations that the smaller particles appear 
to be more responsible for the pathological health effects in humans.  
The induction of the iron storage protein ferritin was a reliable, 
indirect indicator of the amount of iron released in the cells and 
correlated strongly with the amount of iron mobilized by citrate in 
cell-free solution.  Thus, one or both of these measurements for 
particles of unknown origin may prove very useful in determining 
whether the particles have the potential to release iron and generate 
ROS in the lung. 
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Introduction 
Coal combustion generates large quantities of fly ash every day. 

Although control devices, such as electrostatic precipitators, fabric 
filters and particle scrubbers have been applied at most large coal-
fired electric utility boilers in the United States, there is still a small 
portion of fly ash particles, especially ultrafine (<100 nm) particles, 
that can escape from these devices and contribute primarily to the 
fine particle component of ambient particulate matter (PM) that is 
less than 2.5 µm in mean diameter (PM2.5). Epidemiological studies 
have demonstrated correlations between atmospheric concentrations 
of ambient PM2.5 particles and adverse health effects, such as an 
increased risk of pulmonary and cardiovascular diseases and 
mortality (1, 2). However, there are many uncertainties regarding the 
actual toxicological mechanisms, which may be closely related with 
the physicochemical characteristics of individual PM particles, such 
as size, morphology, crystallinity, chemical composition, and so on.  

Microanalysis of individual particles is a necessary complement 
to conventional bulk analysis. The morphology, size, and 
composition of micron and even submicron coal fly ash particles 
have been well characterized by a variety of electron microscopy 
techniques; however, scant information is available on ultrafine 
particles. A recent study showed that ultrafine coal fly ash particles 
have more in vivo toxicity than do fine and coarse particles taken 
from the same combustion aerosol (3). It is therefore interesting to 
conduct comparative studies on individual particulate characteristics, 
which may eventually be used for the establishment of the involved 
toxicological mechanisms of coal fly ash particles. 

In this study, micron-sized and ultrafine fractions of coal fly-ash 
PM samples generated from combustion of three U. S. coals have 
been studied by computer controlled scanning electron microscopy 
(CCSEM) and analytic transmission electron microscopy (TEM). 
Data on the microcharacteristics of individual particles should be 
useful for epidemiological, toxicological, and source apportionment 
studies of coal fly ash particles. 
 
Experimental 

Coal fly ash PM samples were generated from combustion 
experiments conducted at the U.S. Environmental Protection Agency 
(EPA) National Risk Management Research Laboratory (NRMRL) at 
Research Triangle Park, NC. Coal fly ash generated by combustion of 
one high-volatile bituminous coal from Western Kentucky and two 
subbituminous coals from Wyoming (Powder River Basin) and 
Montana was separated into fractions with mean diameter >2.5 µm 
(PM2.5+) and <2.5 µm (PM2.5) with a cyclone. For CCSEM analysis, 
the coal fly ash powders (both PM2.5+ and PM2.5 fractions) were 
dispersed onto a polycarbonate filter by sonication in and filtration 
from high-purity methanol, while for TEM analysis, the powders 
(just the PM2.5 fractions) were dispersed in acetone and then 
transferred to TEM grids coated with lacey carbon or holey carbon 
films. A Hitachi S-3200 scanning electron microscope and a 200 kV 
field emission analytical transmission electron microscope (JEOL 
JEM-2010F) were used for the CCSEM analysis and for the TEM 
analysis, respectively.  

 
Results and Discussion 

Carbonaceous particles. The observed carbonaceous particles 
could be subdivided into two major categories, i.e. char and soot 
aggregate. Char particles are typically distributed in the micron-sized 
fraction. Most char particles have porous structures with spherical or 
irregular shapes (Figure 1, top left), while some of char particles have 
a more solid structure and less porosity (Figure 1, top right). Soot 
aggregates typically have branching morphologies and dominate the 
ultrafine and submicron (0.1-1 µm) fractions. Typical ultrafine soot 
aggregates (Figure 1, bottom right) have spherical primary particles 
with typical sizes of 30~50 nm and aggregate sizes varying from less 
than 0.1 µm to microns. Small amounts of submicron soot aggregates 
(Figure 1, bottom left) that also have spherical primary particles but 
with larger sizes (typically 0.1- 0.4 µm) have also been observed in 
the Western Kentucky coal fly ash PM sample. The morphological 
differences between soot and char particles are mainly related to their 
formation mechanisms. Soot particles are mostly newly formed from 
the establishment of nuclei from precursory chemical reactions 
among fuel molecules followed by surface growth and collisions 
leading to the aggregate morphology, whereas char particles are 
largely remnants derived from pyrolysis and oxidation of fuel 
particles. The fuel nature, fuel/air ratio, temperature and duration of 
combustion determine more specifically the morphologies of these 
carbonaceous particles. 

 
 

   

   

 
Figure 1. Top left: SEM image of a porous char particle. Top right: 
SEM image of a solid char particle. Bottom left: SEM image of a 
submicron soot aggregate. Bottom right: TEM image of an ultrafine 
soot aggregate.  
 

The microstructural differences between char and soot particles 
are reflected in their HRTEM images. Typical HRTEM images 
(Figure 2, left) of an ultrafine soot primary particle show an onion-
like microtexture that consists of concentrically arranged graphitic 
layers. This type of microstructure is similar to those reported in 
studies of carbon blacks (4) and diesel soot (5). Submicron soot 
primary particles also exhibit similar microstructures. Char particles 
normally do not show concentric microtextures like those observed in 
soot particles. They typically demonstrate anisotropic arrangements 
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of roughly parallel or highly curved graphitic layers with varying 
lengths and thicknesses (Figure 2, right). A turbostratic 
microstructure where graphitic layers in the basic structure units are 
shifted against each other has also been indicated in electron 
diffraction patterns of char and soot aggregates. 
 

   
 
Figure 2. HRTEM images of an ultrafine soot primary particle (left) 
and a char particle (right). 
 

0 1 2 3 4 5 6

Cu S

C

O Al

S

C
ou

nt
s

Energy (keV)  
 
Figure 3. Comparison of EDS spectra of a char particle (top) and an 
ultrafine soot aggregate (bottom). Cu peak is due to TEM grids 
 

Energy dispersive x-ray spectroscopy (EDS) can be used to 
reveal elemental compositions of carbonaceous particles. Typical 
EDS spectra of carbonaceous particles show a strong carbon peak and 
much weaker, but discernable, O and S peaks. One of the 
compositional differences between soot and char particles is that 
some char particles contain more discernable sulfur and metallic 
elements than soot particles. Figure 3 compares the EDS spectra of a 
char particle and an ultrafine soot primary particle from the Western 
Kentucky coal fly ash PM sample. The spectra are normalized to the 
height of carbon peak for convenience of comparison. The char 
particle contains relatively more sulfur and aluminum than does the 
soot particle. XAFS analysis of the same samples (6) indicated that 
thiophenic sulfur was the major chemical form of organic sulfur in 
coal fly ash. The chemical form of metallic elements in char particles 
needs further investigation. The soot aggregates in the western low-
rank coal fly ash PM samples are frequently mixed or coated with 
inorganic species rich in alkali and alkaline earth elements, which 
may be useful as a fingerprint for source apportionment studies. 

Inorganic particles. Typical micron-sized coal fly ash particles 
have spherical or rounded morphologies as shown in Figure 4. 
Particle-size distributions obtained by CCSEM show that particles 
with mean diameter less than 2.5 µm constitute 80-95% of the total 
number of particles, whereas particles with mean diameter larger than 
2.5 µm constitute 80-95% of the total particle volume and mass.  
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Figure 4. Left: Typical SEM image of a spherical micron-sized 
aluminosilicate particle. Right: EDS spectrum of the same particle. 

 
Chemical classifications of individual micron-sized particles 

show marked compositional differences among the three coal fly ash 
PM samples. The Western Kentucky coal fly ash PM sample contains 
abundant aluminosilicate and Fe-aluminosilicate particles, while the 
Wyoming PRB coal fly ash PM sample is rich in Ca-aluminosilicate 
and Na-aluminosilicate particles, and the Montana coal fly ash PM 
sample is dominated by Ca-aluminosilicate particles. Since eastern 
bituminous coals contain abundant pyrite, the iron oxides derived 
from pyrite can react with illite, kaolinite, and quartz and lead to the 
formation of Fe-aluminosilicates. Fe-aluminosilicates also can form 
from the melting of illite, which is generally much more abundant in 
eastern coals than in western coals. Glassy particles in western low-
rank coal fly ash PM samples are formed by the reaction of Ca and 
Na, which are present in low-rank western coals as carboxyl-bound 
molecular species, with kaolinite and, to a lesser extent, with quartz. 
The compositional ranges of these aluminosilicate particles can be 
better represented using the ternary diagrams. Detailed results about 
the ternary diagrams of these aluminosilicate particles are available 
elsewhere (7). The ternary diagrams derived from CCSEM data for 
coal fly ash PM samples are characteristic of the mineralogy of the 
coals that were combusted to produce them. For example, K is 
usually the major alkali in eastern bituminous coals and is dominantly 
contained in the mineral illite, which becomes partially molten at 
temperatures above approximately 900 °C (8).  Little change in 
composition occurs unless there are reactions with Fe oxides.  
Consequently, the K-Si-Al ternary diagrams for eastern coal fly ash 
PM samples exhibit high volume percentages in the region 
appropriate for the composition of the mineral illite. Therefore, the 
ternary diagrams using CCSEM data should be useful for source 
attribution. 

The inorganic ultrafine particles exhibit quite different 
morphologies, compositions and microstructures compared with the 
micron-sized particles. The Western Kentucky coal fly ash PM 
sample exhibits abundant discrete crystals that are rich in Fe, Ti and 
Al in its ultrafine fraction. Nanocrystals encapsulated in or associate 
with char particles are common in the sample. The inorganic ultrafine 
particles typically have angular or subrounded shapes instead of 
spherical shapes, and can be grouped into one-element chemical 
category (e.g. Fe-rich and Ti-rich) or two or multi-element chemical 
categories (e.g. Al-Ti and Ti-Al-Fe). Many chemical categories in the 
ultrafine fraction, such as Ti-rich, Ti-Al-Fe and Ti-Si-Al, are not 
present in the micron-sized fraction, while some categories, such as 
K-Si-Al that are present in the micron-sized fraction, are not found in 
the ultrafine fraction. Crystalline phases, such as magnetite, rutile, 
lime, and Fe-Al spinel have been identified. Figure 5 gives a typical 
example of an ultrafine iron oxide particle observed in the Western 
Kentucky coal fly ash PM sample. The selected area electron 
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diffraction (SAED) pattern recorded from this particle reveals 
characteristics typical of a single crystal, which can be indexed to 
magnetite.  Ultrafine Fe-aluminosilicate particles tend to be Fe-rich 
and thereby differ from micron-size Fe-aluminosilicate particles that 
usually have abundant Si and Al. Composite Fe-aluminosilicate 
particles have been found to consist of Fe oxide or Fe-Al spinel 
spherules distributed in the aluminosilicate or silicon oxide matrix. 

 

 
 

Figure 5. TEM image of an ultrafine iron oxide particle (arrowed) in 
Western Kentucky coal fly ash PM2.5 sample. Inset is its SAED 
pattern, indexed to magnetite. 

 
The ultrafine fraction of Wyoming PRB coal fly ash PM sample 

contains abundant Ca and Mg phosphates, phosphate-silicates and 
phosphate-sulfates. Inorganic single-element particles are of very 
limited occurrence. Figure 6 shows a typical morphology of an 
inorganic aggregate with primary particles having sizes of 30-50 nm. 
The chemical composition of this aggregate given by EDS consists 
mainly of Ca, P and O, indicating a likely presence of a calcium 
phosphate. These branching inorganic aggregates are frequently 
found in the sample, indicating that vaporization-condensation 
mechanisms dominate the formation process. Separate spherical Ca 
phosphates can also be found in larger sizes, which could be due to 
the coalescence of the primary particles or to decomposition of 
original phosphate minerals, such as apatite. Lesser amounts of 
carbonaceous particles are found in the Wyoming PRB sample, 
indicating a more complete combustion, which should have led to 
increased vaporization of inorganic minerals via a series of fume 
reactions, producing multi-element categories, such as Ca-P-S and 
Ca-P-Si.  

A typical morphology of inorganic ultrafine particles in the 
Montana coal fly ash PM sample consists of fused aggregates with 
sizes extending into the submicron range. Ca-aluminosilicates, which 
are dominant in the micron-sized fraction, are barely found in the 
ultrafine fraction. Ca-S, Ca-S-Si and some multi-element chemical 
categories are observed. The multi-element chemical categories 
typically reflect reactions taking place among these elements, 
possibly in the vapor phase. The ultrafine particles are often captured 
by big particles and form a heterogeneous layer on their surfaces. 
Such a typical example is shown in Figure 7, in which ultrafine Ca 
and Mg sulfates are captured by a larger spherical Ca aluminosilicate 
particle. Since alkaline earth and alkali compounds are easily 
vaporized or form fumes under combustion condition, they may 
condense on the surface of larger inorganic particles or soot 
aggregates, forming ultrafine particles or inorganic layers. HRTEM 
images taken from many Ca sulfate-silicate particles show that both 
amorphous and microcrystalline structures coexist in these particles. 
Anhydrite was identified as one of the major crystalline components. 
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Figure 6. TEM image (left) and EDS spectrum (right) of ultrafine Ca 
phosphates in Wyoming PRB coal fly ash PM2.5 samples. 
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Figure 7. TEM image (left) and EDS spectrum (right) of ultrafine Ca 
and Mg sulfates (arrowed) attached on a spherical Ca aluminosilicate 
particle. (Montana coal fly ash PM2.5 samples) 
 
 
Conclusions 

The carbonaceous PM in the three coal fly ash PM samples 
examined in this study consist of micron-sized char particles and 
ultrafine soot aggregates that typically have branching morphologies 
with spherical primary particles having a size of 30-50 nm. The 
HRTEM observation shows that soot primary particles consist of 
concentrically stacked graphitic layers with interlayer spacings larger 
than that of graphite. Such concentric microtextures have not been 
observed in the char particles, which typically exhibit heterogeneous 
microtextures. Compositional analysis by EDS indicates that, besides 
the dominant carbon, discernable S and O may also be present in 
these carbonaceous particles. Small amounts of metallic elements 
(e.g. Al and Ti) can be observed in some char particles in the Western 
Kentucky coal fly ash PM sample. In the western low-rank coal fly 
ash PM samples, the ultrafine soot aggregates are typically mixed or 
coated with inorganic species rich in alkaline earth and alkali 
elements. 

Morphological, compositional and microstructural differences 
have been observed between the inorganic micron-sized and ultrafine 
coal fly ash particles. The inorganic micron-sized coal fly ash 
particles are dominated by aluminosilicates that typically have 
spherical morphologies. Fe-aluminosilicates are typical for the 
eastern bituminous (Western Kentucky) coal fly ash PM sample, 
while Ca-aluminosilicates are typical for the western low-rank 
(Wyoming PRB and Montana) coal fly ash PM samples. The 
inorganic ultrafine particles in the Western Kentucky coal fly ash PM 
sample typically exist in discrete crystalline particles that are rich in 
Fe, Ti and Al, whereas those in the Wyoming PRB and Montana coal 
fly ash PM samples consist of alkaline-earth element aggregates in 
the form of phosphates, silicates, and sulfates and mixed species. 
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Introduction 

Energy is one of the important factors restricting the sustainable 
development of China. China is one of a few countries in the world 
whose energy mix is dominated by coal, with a share of nearly 70% 
of the total energy consumption. Further, the majority of coals are 
burned directly by utility boilers, industry boilers, and furnace kilns. 
Combustion efficiency and energy consumption level are directly 
influenced by the variety and characteristics of burned coal. The so 
called “blended coals” means some different types coals with 
different characteristics are mixed together and processed into a new 
kind of coal, which can meet various demand by altering the 
proportional ratio of mixing coal source. Rational proportioning of 
blended coals can exert advantages of each mixing coal and offset the 
weakness, thus bring favorable effects for security and economic 
operation of burning facilities. However, inappropriate proportioning 
ratio can cause some problems and even serious accidents sometimes, 
such as burning difficulty, unstable burning, combustion efficiency 
drop, slag formation and soot deposit intensifying, pollutants 
discharge increasing, and even boiler blowout, etc. According to 
investigation, the thermal efficiency of boiler can increase 4%～5% 
and the rate of saving coal use can reach up to 5% by firing blended 
coals of rational proportioning compared with firing one single 
original coal. Thus, firing blended coals is not only in favor of coal 
resource utilizing with high efficiency, also will bring much benefit 
on environment protection. So, there is huge potential and great 
practice significance of developing blended coals in China. 

Chinese scientists have made a lot of studies on the burning 
characteristics of blended coals [1,2]. Firing blended coals in utility 
boilers in foreign countries has been recognized and phased in. By 
integrated calculation of some key parameters of the received coals, 
such as heat value, sulfur content, ash content, ash melting 
temperature, the homogeneous and optimal of feed coal burning for 
utility boilers can be achieved, and thus obtain good benefits [2]. In 
general, burning blended coals can bring the following benefits: 
increasing coal utilization efficiency, especially for some inferior 
coals, thus saving coal resources; improving coal firing and achieving 
stable combustion; advancing burning efficiency; decreasing 
formation of slag, preventing accidents of blowout the boiler; and 
lowering pollutants formation and discharge. 

Boiler burning and operation conditions have much impact on 
ESP performance [3]. So, burning blended coal may bring great 
effects to the safe and economical operation of ESP. In this paper, 
effects of the proportioning of different original coals on the 
performance of ESP is analyzed and investigated by programming 
simulation, and some laws of practical significance are obtained. This 
will provide for some theoretical basis for blended coals firing and 
the security and high efficiency running of ESP.  
 
Methodology and Materials  

Mixing original component coals selection. In this paper, not 
only considering the difference of coal’s characteristics, but also 
giving attention to the coal source location when selecting the 
original coal types for mixing. The original mixing coals are selected 

in the same area as far as possible when considering the 
proportioning of different coals. Thus, this not only accounts for the 
difference of coal’s characteristics in the same area, but also gives 
much attention to the transportation and the possibility of establishing 
the regional blended coal base. Therefore, totally 7 types of coals 
were selected for example in eastern China in this paper. The 
elemental analysis results of the selected original coal were shown in 
Table 1. 

 
Table 1. Elemental Analysis Results of the Selected Raw Coal 

Coal type Cy

/% 
Hy

/% 
Oy

/% 
Ny  
/% 

Sy

/% 
Wy

/% 
Ay

/% 
y
dQ  

/kJ·kg-1

Zibo soft coal 65.64 2.84 2.34 0.10 3.37 4.91 20.90 25636 
Huaibei soft coal 48.47 3.42 5.53 2.87 0.30 6.34 33.25 18422 
Zaozhuang soft coal 56.90 3.64 2.25 0.88 3.21 7.71 25.41 22362 
Huainan soft coal 57.03 3.63 6.28 1.03 0.54 7.06 24.43 22148 
Xuzhou soft coal 54.43 3.12 2.00 0.80 0.39 6.60 32.66 17823 
Xinwen soft coal 61.00 4.10 6.80 1.40 1.90 6.00 18.80 25140 
Yima soft coal 62.57 3.22 1.69 0.93 1.23 6.40 27.17 23865 

 
Results and Discussion 

The investigated blended coals were prepared with 3 types of 
component coals in this paper. Then, effects of firing blended coals 
with different proportioning on flue gas volume (Q), boiler efficiency 
(Ng), dust removal efficiency of ESP (Ne), flue gas moist content 
(XH2O), dust driving velocity of ESP (We), dust concentration of flue 
gas (C), were analyzed and studied in detail. 

There were totally 17 series of blended coals were investigated 
in this paper, which were confected by different confection fashion 
and proportion with 7 different types of original component coal. 
Table 2 and gives out the simulated results, and the simulating results 
of blended coals, which was prepared by 3 types of component coals 
(Xuzhou soft coal, Huainan soft coal, and Xinwen soft coal) with 
different mixing proportion ratio, was shown in Figure 1~Figure 4, 
respectively. 

 
Table 2. The Proportioning of Coal Types and Simulating Results 

 

Q Ng Ne XH2O CSO2 We CANo. Coal sample 

m3·s-1 % % % ×10-6 m·s-1 mg·m-3

1 Xuzhou soft coal 639.16 89.67 98.24 3.03 185 4.11 19.82 
2 Huainan soft coal 530.25 91.02 99.23 4.15 243 5.03 19.17 
3 Xinwen soft coal 505.03 91.34 99.39 4.13 790 11.05 10.04 
4 Xu30H20Xi50 541.87 90.88 99.14 4.29 515 8.19 13.57 
5 Xu30H30Xi40 544.81 90.84 99.12 4.29 459 7.58 14.51 
6 Xu30H40Xi30 548.00 90.80 99.10 4.07 403 6.94 14.44 
7 Xu30H45Xi25 549.58 90.80 99.09 4.07 373 6.61 14.67 
8 Xu20H30Xi50 533.24 90.98 99.21 4.09 519 8.25 13.05 
9 Xu20H35Xi45 534.65 90.96 99.20 4.09 492 7.95 13.26 
10 Xu20H40Xi40 536.08 90.95 99.19 4.09 464 7.65 13.48 
11 Xu20H45Xi35 537.53 90.93 99.18 4.09 435 7.34 13.69 
12 Xu20H50Xi30 539.00 90.91 99.17 4.09 408 7.02 13.91 
13 Xu25H20Xi55 536.08 90.95 99.19 4.08 445 8.51 13.10 
14 Xu25H30Xi45 538.97 90.91 99.17 4.08 490 8.25 13.52 
15 Xu25H40Xi35 541.94 90.87 99.14 4.08 434 7.30 13.96 
16 Xu35H40Xi25 554.28 90.72 99.05 4.06 372 6.57 14.94 
17 Xu40H30Xi30 557.39 90.68 99.02 4.04 398 6.87 14.98 

Burning mode and calculation. The combustion process of 
blended coals was completely different from separate burning of 
every single original coal. It will show the interaction results of every 
component coals when several coals burn with proportioning. In this 
paper, each series of blended coals will be considered as a completely 
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new type of coal, and the key parameters such as elemental analysis 
will be obtained according to the proportioning ratio of each 
component coal and their elemental analysis results. All of the 
simulating calculations are based on a reference type of utility boiler, 
name by DG-1025/177-2. 

Effects on low heat value of feed coal ( ). Coal heat value 

 will mainly affected the flue gas volume produced when burning. 

As can be seen from Figure 1 to Figure 3, if  increasing, flue gas 
volume decreased, the velocity of flue gas fell, the specific dust 
collecting area increased, it is favorable for the running of ESP. The 
flue gas volume decreased but boiler efficiency and dust removal 
efficiency increased following the increasing of proportion of the 
coal with higher value of  in blended coals. So, the proportion of 
the medium (about 20000kJ/kg) or rather higher in coals increased 
properly, not only will be favorable for boiler efficiency 
improvement, but also will benefit the running efficiency of ESP. 
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Figure 1. Relationship between flue gas volume and different 
component coal proportioning 
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Figure 3. Relationship between ESP efficiency and proportioning 
 

Effects on coal ash content (Ay). The ash content (Ay) mainly 
affected the fly ash volume and dust concentration in flue gas. As 
seen from Figure 4, flue gas dust concentration gradually grows with 
the increase of coal proportion with higher Ay value in the blended 
coals. Due to increasing of flue gas dust concentration, the removal 
dust efficiency of ESP increased in a certain range, the proportion of 
component coal with higher Ay value in the blended coals was as big 
as possible under the conditions of satisfying in the secure and stable 
ESP operation. It is favorable for efficient utilization of inferior coal. 

However, for some inferior coal with very high Ay value, the caused 
high flue gas dust concentration could lead to corona close down 
phenomenon in ESP, which will influence the normal operation of 
ESP, and even cause the unstable operation of boiler. These could be 
avoided by blending some suitable proportioning coals with lower Ay 
value. 
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Figure 4. Relationship between dust concentration and proportioning 

 
Effects of coal water content (Wy). The water content (Wy) of 

burning coal mainly affected the moisture content of flue gas. When 
burning coal with the lower Wy value, flue gas moisture content will 
decrease, and the specific resistance of dust will increase, which is 
unfavorable for the dust collection of ESP. However, It is favorable 
for dust coagulation, decreasing of specific resistance of dust, and 
thus enhancing dust collection efficiency by increasing Wy properly. 
If coal Wy value is too high, some problems such as dewfall eroding 
and soot deposit will occurred by higher flue gas moisture content, 
and will influence the normal running of ESP. Therefore, mixing a 
component coal with higher Qd

y, lower Wy value and another 
component coal with lower Qd

y, higher Wy value, the resulted 
blended coals could keep each component’s advantage and remedy 
disadvantage, thus improve the running conditions of boiler and ESP. 

Effects of sulfur content of feed coal (Sy) on ESP. Coal Sy 
value affects driving velocity of dust for ESP operation, and then 
affected dust removal efficiency of ESP. Also, coal Sy value decided 
flue gas SO2 concentration. Some disadvantage of single type of coal 
could be improved by proportioning burning of three types of coals. 
For example, the dust driving velocity burning Huaibei soft coal was 
very low, but it could be enhanced from 3.487cm/s to 9.00cm/s when 
burning blended coals by mixing Yima soft coal and Zaozhuang soft 
coal with proportioning ratio. Thus, ESP performance improved. In 
addition, the much higher SO2 emission burning Zaozhuang soft coal 
can be avoided, which is favorable for environmental protection. 

 
Conclusions 

Coal’s characteristics differs much from different regions in 
China, and it has much impacts on boiler and ESP performance. In 
this paper, based on 7 types of selected component coals in east 
China, the effects of burning blend coals with different proportioning 
ratio on boiler and ESP performance were simulated and discussed in 
detail. It implies that appropriate proportioning coals with different 
characteristics will not only benefit for inferior coal use and ESP 
performance, also the caused air pollution will be lessened. Therefore, 
it is very important to establish regional blended coals manufacturing 
field in China for energy conservation and environmental protection. 
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Introduction 

Anthropogenic nitrogen oxides (NOX) emissions are relevant 
with various negative effects on ecosystems and human health, such 
as acidification, eutrophication, ground-level ozone, secondary fine 
particulate matters formation and loss of biodiversity [1]. With the 
rapid economic growth and coal-dominated energy consumption 
increase, emissions of NOX and the caused local air pollution and 
regional acid deposition are becoming worsened. According to SEPA, 
ambient air NOX concentration in some large cities such as Beijing, 
Guangzhou is quite high, acid rain (pH<5.6) occurred in 95 cities, a 
share of 89.6% of the total 106 cities monitored in the Acid Rain 
Control Zone in China, areas with acid precipitation have accounted 
for about 40% of the whole territory, and the situation in some badly 
polluted areas is worsening, such as Pingxiang in Jiangxi province, 
Jishou in Hunan province, et al [2]. Further, the ratio of [SO4

2-]/[NO3
-] 

of precipitation in some cities of the southeastern areas has declined 
from about 6:1 to about 2:1, it implies that the contribution of NOX 
emissions to acid rain pollution in China is increasing, and NOX 
emission control should be emphasized. 

NOX discharged from the elevated stack of coal-fired utility 
boilers have much impact on regional acid rain and fine particulate 
matters through complex atmospheric chemical processes. By now, 
coal-fired thermal power plants have become the largest energy use 
sectors, consuming over 1/2 of the total coal consumption in China. 
Therefore, it is of great significance to know about the status of NOX 
emissions and feasible control ways for coal-fired power plants. 
 
Methodology and materials  

Domain. In this paper, the regions studied cover 31 provinces / 
autonomous regions / municipalities on the Chinese mainland; Hong 
Kong Special Administrative Region (HKSAR), Macau Special 
Administrative Region (MSAR) and Taiwan province are not 
included. The historical time period considered is from the year of 
1990 to the year of 2003. Further, the regional distribution will be 
investigated. 

Methodology for NOX Emissions Estimation. Combined with 
the average NOX emission coefficient, the corresponding coal use 
rate, as well as the removal efficiency, the emissions of NOX from 
coal-fired power plants in China can be calculated, which can be 
expressed as the following hierarchical formula [3,4]  

( ) ( )∑=
i

N
i

N
T tQtQ

( ) 10)()())(1( −×−= tFtKtPtQ i
NNN

i

     (1) 

3   (2) 

Where: QN= Emissions of NOX pollutants calculated as NO2, t; 
KN=Emission factor of NOX weighted as NO2, kg/t-coal; F=Coal 
consumption, t; PN=Efficiency of NOX removed by pollution control 
measures; T=China; t=Year; i=Province (autonomous region or 
municipality). 

Emission Factor of NOX. The NOX emission level of coal fired 
utility boilers was influenced by many conditions, such as coal 
characteristics (heat value, N content, ratio of volatile and fixed 
carbon (V/F), ash content, etc.), boiler capacity and load, burner 

patterns and its configuration, dry-bottom or wet-bottom, with or 
without low NOX burners, etc.  

Now, coal-fired power plants accounted for about 80% of total 
thermal power installed generating in China, and over 90% of coal-
fired utility boilers were dry-bottom. Among the total 4092 coal-fired 
pulverized boilers in China in 2000, there were only about 400 
boilers equipped with different types of low NOX burners (LNBs), 
less than 10% of the totals. By 2003, the installed capacities with 
SCR system were only 6×600MW, which were all installed at Houshi 
power plant in Fujian province. Therefore, the NOX emission level of 
utility boilers is still relatively high. 

In order to know about the real NOX emission level of coal-fired 
power plants, some utility boilers were investigated, which were 
different scale of installed capacity, located at 6 different provinces, 
burned with coal with different characteristics, different burner 
pattern and configuration, and with or without LNBs, et al. Figure 1 
gives out the investigated emission level of coal-fired power plants. 
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Figure 1. NOX emission level of utility boilers in China (O2=6%) 

 
As can be seen, the NOX emission concentration of utility 

boilers differs from different installed capacity, different boiler 
pattern and burner configuration, as well as coal with different 
characteristics. The overall average concentration ranged about 
750~1100mg/m3. Based on integrated calculation and analysis, the 
average NOX emission coefficient of utility boilers was about 
8.85kg/t-coal [4]. 

Coal Use. The necessary coal consumption data during the 
period from 1990 to 2003 were derived from energy balance tables of 
the whole nation and/or each province [5]. 
 
Results and Discussion 

Status of coal-fired power plants. Since 1990, the newly 
commissioned thermal power installed capacities have kept at a rate 
of over 10000MW per year. By the end of 2000, the total installed 
capacity and generating electricity have reached 319.3GW and 
1368.5TWh, respectively. Coal-fired generating electricity reached at 
1081.0TWh, accounting for 80% of the total electricity generated. 
The total coal consumption has increased from 1055.23Mt in 1990 to 
1637.32Mt in 2003, while the he share of coal used for thermal power 
generation has increased from to 25% in 1990 to 53.5% in 2003. The 
structure of electricity generation in 2000 was shown in Figure 2, 
and the change of coal consumption was shown in Figure 3 [5]. 
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Figure 2. Structure of electricity generation in China, 2000 
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Figure 3. Structure of coal consumption in China, 1990-2003 
 

Trends of NOX emissions from coal-fired power plants. 
According to the statistical data of coal use in the recent years, and 
the confirmed NOX emission factor, the NOX emissions from coal-
fired power plants were evaluated. Figure 4 gives out the change of 
total NOX emissions from coal-fired power plants in China. As can be 
seen, with the rapid economy growth and increasing demand for 
clean electricity, as well as the domestic resource restrict, burning 
coal consumption and the produced NOX emissions from coal-fired 
power plants have been kept increasing, from 2.41Mt in 1990 to 
6.90Mt in 2003, with an annual growth rate of 8.4%. Therein, more 
than 95% of the total emissions were emitted from the units with 
generating capacity of 6MW and above. Especially, the emissions 
increased very quickly in the last 3 years since 2000, with a growth 
rate of as high as 12.6%. According to the medium and long-term 
planning in China, most of the increased coal production in the future 
will used by coal-fired utility boilers. It implies that NOX emissions 
from coal-fired power plants will still increase steadily if none 
effective measures taken, thus make great contributions on acid rain. 
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Figure 4. NOX emissions from coal-fired power plants, 1999~2003 
 

NOX Emissions by Province. The calculated NOX emissions by 
province in the year of 2000 and 2002 were shown in Table 1. As 
can be seen, most of the emissions come from the eastern and central 
areas of China, which were densely populated, relatively industry 
intensive, and/or energy resource abundant. The provinces with 
higher emissions included Hebei, Liaoning, Shandong, Guandong, 
Jiangsu, Henan, Shanxi, et al. This could be mainly attributed to the 
situation of coal-fired power plants location distribution in China. 
However, with the establishment of large–scale thermal power base 
in the Western areas and the implementation of transferring 
electricity from the West to the East, it is anticipated that NOX 
emissions from some western provinces such as Guizhou and 
Ningxia, will be increased substantially, if there were none effective 
control measures adopted. 

NOX Emission Control for Coal-Fired Power Plants in China. 
Compared with some western developed countries such as Japan, 
Germany, and U.S.A., NOX emission control from coal-fired power 
plants in China is still very backward, though much stricter NOX 
concentration limits have been regulated in the newly revised 
Emission standard of air pollutants for thermal power plants, and 
have been put into effect since Jan. 1, 2004. However, even for the 

newly commissioned boiler, the emission ceiling (450mg/m3) was 
regulated based on the present performance of low NOX combustion 
technology.  
 
Table 1.  Coal-fired power plants NOX emission by province, Mt 

Province 2000 2002 Province 2000 2002 
Beijing 6.34 6.51 Hubei 11.93 15.17 
Tianjin 8.29 9.36 Hunan 8.06 9.88 
Hebei 36.69 44.66 Guangdong 31.08 44.15 
Shanxi 27.57 36.93 Guangxi 5.06 6.30 

Inner Mongolia 26.44 28.64 Hainan 1.03 1.10 
Liaoning 29.66 32.37 Chongqing 6.02 17.47 

Jilin 14.50 17.22 Sichuan 11.33 12.97 
Heilongjiang 22.35 22.87 Guizhou 10.43 10.24 

Shanghai 19.05 22.60 Yunnan 6.89 14.24 
Jiangsu 41.30 50.33 Xizang 0.00 0.00 

Zhejiang 21.80 27.02 Shaanxi 11.84 14.24 
Anhui 14.63 17.92 Gansu 6.93 10.27 
Fujian 8.16 11.95 Qinghai 1.48 2.47 
Jiangxi 8.42 9.44 Ningxia 5.53 4.26 

Shandong 41.50 47.74 Xinjiang 7.19 13.01 
Henan 31.81 41.66 Sum 483.30 603.00 

 
At present, there were only about 10% of utility boilers adopted 

different types of low NOX combustion system, and some of them 
could not achieved the anticipated reduction effects for different 
reasons.  

By now, SCR process is only demonstrated technology that can 
achieve over 90% NOX reduction efficiency in reality. However, 
there were only one company with 6×600MW new built coal-fired 
generating units installed advanced SCR system to control NOX 
emissions. There were still no domestic enterprises having grasped all 
the key techniques of SCR installations. Therefore, SCR 
demonstration projects for several typical utility boilers firing coal 
with different characteristics should be initiated firstly in some large 
cities such as Beijing, Shanghai, etc. Not only it will benefit for local 
air quality improvement, also it will accelerate the commercialized 
step of domestic SCR technology for the spread application in the 
future. 

 
Conclusions 

By now, large amounts of NOX have been discharged from coal-
fired power plants owing to the coal-dominated energy and power 
mix, as well as the relatively far rigorous emission regulations and 
policies in China. Further, if none effective comprehensive measures 
were adopted, NOX emissions and the related pollution will be 
worsened with the rapid growth of coal use for utility boilers burning 
in the future. Therefore, it is time for China to initiate several SCR 
and/or SNCR demonstration projects in coal-fired power plants for 
the widespread applications in the future. 
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Introduction 

Over eight billion broiler chickens are produced every year 
within the United States generating copious amounts of litter that 
must be disposed of properly1.  Typically chicken litter is primarily 
used as a fertilizer on agricultural land due to its relatively high 
nitrogen and phosphorous content; however, poor spreading practices 
and over usage has been shown to have adverse effects on the 
ecology of the environment2.  In the process of eutrophication, excess 
phosphorous can leach into the surrounding water system causing 
large algal blooms, which ultimately leads to depletions of the 
oxygen content in the water3,4.     

With outbreaks of Pfiesteria piscicida in Mid-Atlantic U. S. 
waterways and reports on the Dead Zone in the Gulf of Mexico 
becoming more prominent, the EPA have begun to limit and monitor 
the spreading of chicken litter on agricultural land based on the soil 
types, climate, and proximity to bodies of water5,6.  The limitation 
placed on chicken litter usage and the large amount of chicken litter 
produced annually will necessitate alternate modes of disposal. 

One such candidate is the cofiring of chicken litter with coal7-9.  
Chicken litter’s calorific value (on the order of 5,000 BTU/lb) is 
equivalent to low rank coals.  However, as with all blends much 
research must be completed to ensure the cofiring agents do not pose 
harmful environmental effects.  The goal of this research is evaluate 
the evolved gas emissions from the combustion and pyrolysis of 
chicken litter and chicken litter-coal blends using thermogravimetric-
mass spectrometry (TG-MS), thermogravimetric-Fourier transform 
infrared (TG-FTIR), and pyrolysis gas chromatography/mass 
spectroscopy (GC/MS).  
 
Experimental 

Chicken Litter Collection and Preparation.  Approximately 
9.5 kg of chicken litter were collected from a local commercial farm.  
The sample was divided into metal trays and air-dried at 30ºC for 
twenty-four hours.  After air-drying, the sample was milled using a 
Retsch SM1 rotary cutting mill.  The complete chicken waste sample 
was passed through a 12.5 mm screen to break down large aggregates 
of manure, followed by another pass through the mill using a 4.0 mm 
screen.  The milling process served to homogenize the sample such 
that repeatability within subsequent testing would be of high 
confidence.  To further homogenize the sample, the milled chicken 
waste sample was divided in half using a hand riffle.  When the 
entire sample was divided in half using the riffle until the remaining 
sample filled a 64 oz. Bottle.  Although the milling and riffling 
processes decreased the gross heterogeneous nature of the sample, 
some minor heterogeneity remained with regards to particle size.  
The sample was then divided according to particular size using –140 
and –325 mesh sieves. 

TG-MS.  Approximately 10 mg litter samples were analyzed by a 
TA Instruments 2960 SDT interfaced to a Fisions VG Thermolab 
Mass Spectrometer by means of a heated capillary transfer line.  The 
capillary transfer line was heated to 120ºC, and the inlet port on the 

mass spectrometer was heated to 150ºC. The Fisions unit is based on 
quadrupole design with a 1-150 amu mass range operating at a 
pressure of 1 X10-6 torr. The sample gas from the interface was 
ionized at 70 eV.  Ultra high purity nitrogen and air at flow rates of 
50 mL/min provided the respective pyrolysis and combustion 
atmospheres.  Thirty-minute purges preceded the heating programs at 
which the samples were heated from room temperature to 1000ºC at 
a rate of 20ºC/min.  The MS continually samples the purge gas 
generating temperature (or time) resolved MS spectrum for each of 
the individual m/z of 1-150. 

TG-FTIR.  The litter samples were analyzed by a Dupont 951 
TGA interfaced to a Perkin Elmer 1600 series FTIR with a 
permanent one-inch silicon transfer line.  Approximately 25 mg litter 
samples in ceramic boats were heated from room temperature to 
1000ºC at heating rate of 20ºC/min the TGA.   Ultra high purity 
nitrogen and air at flow rates of 100 mL/min provided the respective 
pyrolysis and combustion atmospheres.  The purge gas carries the 
decomposition products from the TGA through an 80 mL-sample cell 
with KBr crystal windows.  The cell was placed in the FTIR 
scanning path for detection of the decomposition products.  
Wrapping the IR cell in heat tape held at 150ºC and the increased 
flow rate are required to prevent condensation of evolved products. 
The FTIR scans the frequency range of 4500-450 cm-1 every 25 
seconds providing temperature (or time) resolved FTIR spectrum. 

Pyrolysis GC/MS.  The samples were analyzed on a Pegasus II 
GC/MS system, which has a Time-of-Flight Mass Spectrometer and 
High Speed Gas Chromatography.  The carrier gas flows through the 
sample holder of the Thermex system and through a cryogenic trap 
before entering the inlet port of the GC.  The Thermex system heated 
the sample to 200°C at a rate of 50°C/min and held isothermally for 
one minute.  During the heating segment the evolved gases are 
captured by the cryogenic focusing system at -100°C, while the GC 
is held idle.  At the end of the thermal method the cryogen trap is 
heated rapidly to 300°C flashing the gases into the GC/MS system 
for analysis.   
 
Results and Discussion 

The primary chicken litter samples that were investigated were 
the sample possessing greater than –140 mesh particles and the 
sample possessing less than –325 mesh.  From visual inspection, the 
large particles appear to be primarily composed of wood materials 
whereas the small particles appear to be primarily composed of 
mineral matter.  Elemental analysis performed on the litter samples 
according to ASTM methods D4326 and D6349 are shown in Table 
1.    

Table 1.  Elemental Analysis  
 

 Percent in Chicken Waste 
Sample SiO2 Al2O3 Fe2O3 CaO Na2O TiO2

A 7.23 1.02 0.44 4.29 1.73 0.03 
C 31.29 3.64 1.26 3.49 1.22 0.33 

 
The increased SiO2, Al2O3, Fe2O3, and TiO2 contents for smaller 

particle size indicates that that the small particles within the chicken 
litter is indeed primarily composed of soil matter.  Conversely, the 
Na2O and CaO are lower in the small particle sample suggesting that 
the Na and Ca originate from minerals excreted from the chickens or 
from nutrients taken up by plants from the wood material.  Table 2 
shows the calorific value for the chicken litter samples. 
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Table 2.  Calorific Value 

 
Sample BTU/lb 

Mill 5166 
LARGE 5299 
SMALL 2915 

NH3  
The calorific value for the chicken litters is shown in Table 2.  

The mill sample represents the chicken litter that went through the 
sample preparation process, but was not divided by particle size (i.e. 
containing all particle sizes).  The large particles have the highest 
calorific value because it contains the less mineral matter than the 
other samples; thus, the sieving process acts a physical means to 
decrease the mineral content of the chicken litter making the process 
analogous to the chemical washing of coal.  Figure 1 shows the TGA 
curves of the samples for combustion. 
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Figure 1.  The TGA curve for combustion for the chicken litter 
samples. 
 
The chicken litter decomposes in a four-step process.  Most likely the 
initial weight loss is a factor of absorbed water and other low boiling 
compounds.  The second and third are related to devolatilization and 
combustion, respectively.  The fourth weight loss occurring at 
temperatures in excess of 700ºC were initially attributed to 
decomposition of mineral matter.  Figure 1 shows that the particle 
sizes behave similarly with respect to decomposition undergoing 
similar reactions; however, the amount of each component varies 
from particle size to particle size.  Figure 2 shows data collected 
from the TG-FTIR experiment on the large particle samples.  In 
Figure 2, specific frequencies of 965, 2359, and 3016 cm-1 were 
monitored as a functions of temperature to relate to ammonia, carbon 
dioxide, and methane emissions, respectively, for the large particle 
sample.    
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Carbon dioxide, ammonia, and methane emissions for 
large particles monitored by TG-FTIR.    
 
The FTIR results support the earlier inferences about the mechanisms 
by which the chicken litter decomposes.  The carbon dioxide 
emissions occur simultaneous to the second and third weight losses.  
The larger intensity of carbon dioxide emission relates to the third 
weight loss step in which the combustion of the organic matrix of the 
litter occurs.  Co-evolving with the carbon dioxide is methane, but a 
much lower intensity.  The ammonia evolution is much more 
complex having at least four different regions of evolution with the 
first two occurring below 200ºC.   
     Figure 3 shows the TG-MS experiments of the large particle 
sample.  The following m/z values of 18, 32, and 44 were used to 
monitor the relative concentrations of water, oxygen, and carbon 
dioxide respectively.    

SMALL  
PARTICLES 

 

LARGE 
PARTICLES 

MILL 32 

DERIVATIVE 
WEIGHT 

18 

44 

Figure 3.  Deriv. weight loss curve and carbon dioxide, oxygen, and 
water emissions monitored by MS for large particles. 
 
The MS provides better information relating to water evolution, 
because the complex FTIR signals make water difficult to monitor 
with good precisions.  MS is useful at monitoring dominant 
combustion and oxidation reactions, because a decrease in the 
oxygen content can be noted as in Figure 3.  Figure 4 shows the 
profile of the carbon dioxide evolution as measured by TG-MS for 
the small particle samples. 
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Figure 4.  Carbon dioxide emissions monitored by MS for small 
particle sample.      
 
 Better conclusions about the proposed demineralization occurring 
above 700ºC can be drawn from the small particle sample because of 
the much more significant mineral composition indicated from the 
elemental analysis.  The subtle increase in the m/z 44 intensity 
indicates that indeed minerals decompose at elevated temperature; 
however, the lack of a single, predominant peak indicates the mineral 
composition of the chicken litter is very complex.   
     Because complete combustion does not solely exist in industrial 
power plants, studying pyrolysis is important.  Initial TG-FTIR and 
TG-MS experiments under pyrolysis conditions proved to be too 
complex for a completely accurate description about pyrolysis 
mechanism to be formed.  Therefore, pyrolysis GC/MS was chosen 
as a better analytical technique.  The advantage of pyrolysis GC/MS 
is that complex decompositions involving multiple, simultaneous 
evolutions can be separated by the GC.  Table 3 shows the 
compounds identified by a NIST library. 
 

Table 3.  Evolved Gases from Pyrolysis GC/MS identified by 
NIST Library for Large Particles 

 
Carboxylic 

acids Heterocyclic Benzene 
derivatives Amines Phenols 

acetic acid furfural methylated 
benzaldehyde 

N-butyl 
tert 

butylamine 

2-methyl 
phenol 

3-methyl 
butanoic 

acid 

2-
furanmethanol 

benzene 
acetic acid 

-------------
- 

dimethylated 
phenols 

hexanoic 
acid indole dibutyl 

phthalate 
-------------

- 

2,4,6 
trimethyl 
phenol 

Carbamic 
acid ----------------- -------------- -------------

- 

2-methoxy-
4-vinyl-
phenol 

Amides Organic acid Sulfides 
Fatty 
acids Steroids 

acetamide phosphonic 
acid 

dimethyl 
sulfone 

propanoic 
acid ester 

cholesterol 
derivative 

 
The phenol and benzene derivatives most likely are related to 

the decomposition of lignin the highly cross-linked phenolic structure 
that accounts for the stiffness in wood.  Lignin can account for 25% 
of the mass in wood and is composed primarily is composed of 
monomers with ortho methoxy and para propene groups with respect 

to the hydroxyl group of the phenol.  As this matrix begins to 
decompose, similar fragments to the monomers would be expected to 
evolve.  The cholesterol derivatives and other steroids are related to 
the steroids excreted by the chickens.  The bedding material absorbs 
the fecal matter of the chickens, which contain a complex set of 
cholesterol derivatives and other related steroids that are generated 
from the metabolic actions of anaerobic bacteria present in the 
digestive tract of some animals.  The carboxylic acids and 
heterocyclic compounds may stem from the decomposition from the 
complex network of polysaccharides present in wood material, 
especially cellulose and hemicellulose.  The polymeric structure of 
polysaccharides consists of simple sugar molecules in cyclic 
conformations acting as monomers.  Hydroxyl groups of the sugar 
molecules are highly substituted by acetal groups, which may be 
released as acetic acid upon decomposition.  The highly complex 
network of cyclic heterocyclic compounds is most likely responsible 
for the evolution of the heterocyclic compounds.   

DERIVATIVE 
WEIGHT 

44 

  
Conclusions 

From proximate and ultimate analysis chicken litter was shown 
to be a feasible material for cofiring with coal; however, the 
decomposition upon combustion is more complex for chicken litter 
occurring in four decomposition stages.  From evolved gas analysis, 
the initial weight loss stage was related to the evolution of absorbed 
water and ammonia.  The second and third steps are characteristic of 
pyrolysis and devolatilization followed by combustion as identified 
by the relative evolutions of carbon dioxide and decrease in oxygen 
content.  The final decomposition occurring at temperatures above 
700ºC and losing less than 6% are related to decomposition of the 
mineral matter.   
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Introduction 

Desulfurization of flue gas is required in order to minimize the 
impact of the combustion of fossil fuels on the environment. Wet 
limestone scrubbing is the flue gas desulfurization (FGD) process, 
which has reached the widest diffusion. Oxidation is an important 
chemical course in the process. Calcium sulfite in slurry of the 
scrubber loop is oxidized into sulfate. Calcium sulfate will deposit 
when the oxidation ratio is from 15 to 95 percent and the utilization 
of calcium is lower than 80 percent [1]. Controlled oxidation, which 
includes both inhibited oxidation and forced oxidation, is done to 
make the oxidation ratio lower than 15 percent or higher than 95. 
Inhibited oxidation is conducted by adding inhibitors into the slurry, 
so that the concentration of sulfate is much lower than saturation and 
the small quantity of calcium sulfate deposits with the sulfite. Forced 
oxidation is conducted by way of injecting air and adding catalyst 
into the slurry, so that the oxidation reaction is thoroughly completed 
and there is enough gypsum breed for the crystal to develop. 

Oxidation of sodium sulfite in aqueous systems has been studied 
extensively since Bäckström proposed a generally accepted chain 
propagation mechanism. Various reaction orders have been reported 
with respect to oxygen, sulfite and catalyst metal. However, few 
inhibitors have been specially studied which could have great effect 
on the oxidation rate. As the main by-product is calcium sulfite in 
wet limestone scrubbing, review of mechanism about inhibitors 
during the course of oxidation under heterogeneous conditions could 
be very significant in practice. 

In the oxidation systems about sodium sulfite, the surface-active 
Teepol and silicon oil were found to have no effect on the reaction 
rate [2]. The electrolytes KCl and KCNS in concentration up to 2M 
have no influence on the value of the reaction rate, which, however, 
decreases reproducibly with increasing concentration of KI. 
Disagreement in values for the reaction order with respect to copper 
catalyst found by various authors may be explained in terms of 
catalytic action of Cu2+ ions and simultaneous inhibition by Cu+ ions. 
Alcohols, phenols and hydroquinone were found to have great effect 
on the reaction rate [3]. Moreover, Fe3+ and Cr3+ could act as 
inhibitors in the course of reaction [4]. 

Uncatalyzed oxidation kinetics of calcium sulfite, produced by 
the 4th Reagent Company in Shanghai, was studied under 
heterogeneous conditions in this paper. Alcohols, phenols and 
hydroquinone were also selected as inhibitors to review the kinetics 
under inhibited conditions. Thus, the theory was provided for design 
of the controlled oxidation techniques. 

 
Experimental 

Experiment measure   
(a) Oxidation experiment: 150 mL of distilled water was 

added into the reactor after the temperature, rotate speed and velocity 
of airflow were adjusted. Air was injected into the reactor after some 
quantity of inhibitors and calcium sulfite were added into the water. 

Hydrochloric acid and ammonia were used to adjust the pH. As the 
solution was alkaline, a little acid was added continuously at the 
beginning of the reaction. The pH would become steady and decrease 
slowly after 2 min. The temperature, velocity of airflow and pH 
should be observed and adjusted to the scheduled value during the 
course of reaction. The production was dissolved by hydrochloric 
acid at the fixed time. The concentration of sulfate was measured and 
the initialization involved in the sulfite was taken out. The 
experimental apparatus was shown in Fig. 1.  

 
Figure 1. Experimental Apparatus: (1) YL90S-2 air compressor; (2) 
79HW-1 magnetic constant temperature stirrer; (3) pHS-2C pH 
meter; (4) LZB glass rotameter; (5) gas valve; (6) thermometer; (7) 
HCl or NH4OH; (8) combined pH electrode; (9) glass reactor. 
 

(b) Analytical measure: The concentration of sulfate was 
measured by turbidimetric method [5]. Some quantitative liquor was 
diluted to 50 mL and stirred at a fixed speed and 2.5 mL of fixing 
reagent was added. Then 0.2 g of barium chloride griddled between 
20 to 30 destination was added. The absorbency was measured at 420 
nm wavelength by spectrophotometer (721 type) after the liquor was 
stirred for 1 min. Thus the concentration of sulfate would be 
achieved by the standard curve measured by the same method. The 
observed oxidation rate would be calculated by the formula [6]: 

t
CC

R t 0−
=

                                         (1) 
(c) Reagents:  All used were analytical reagents, as follows: 

Fixing reagent: the liquor, which involved 75 g of sodium chloride, 
300 mL of distilled water, 30 mL of hydrochloride acid, 50 mL of 
glycerol and 100 millimeter of alcohols, was blended uniformly. 
Standard sulfate solution: the liquor, which involved 1.4787 g of 
anhydrous sodium sulfate, was diluted to 1,000 mL by distilled 
water. 
Other reagents: hydrochloride acid, ammonia, barium chloride, 
phenols (concentration of 6.07 %), alcohols, hydroquinone. 
 

Results 
(a)  Influence of pH:  After 1 gram of calcium sulfite was 

added into 150 millimeter of distil water, some quantity of inhibitors, 
such as 1 gram of alcohols, 5 millimeter of phenols solution and 1 
gram of hydroquinone, was added respectively. The temperature was 
kept to 30℃ and the velocity of airflow was kept to 0.056 m3/h. 
Oxidation lasted 30 minutes under different pH conditions. Influence 
of pH on the observed oxidation rate was shown in Fig. 2.  

(b) Effect of concentration of calcium sulfite:  After different 
quantity of calcium sulfite was added into 150 millimeter of distil 
water, some quantity of inhibitors, such as 1 gram of alcohols, 5 
millimeter of phenols solution and 1 gram of hydroquinone, was 
added respectively. The temperature was kept to 30℃ and the 
velocity of airflow was kept to 0.056 m3/h. PH was kept to 6.0 and 
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Figure 2.  Effect of pH on the observed oxidation rate 
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Figure 3. Effect of concentration of calcium sulfite on the observed 
oxidation rate 
 

(c) Effect of oxygen partial pressure:  After 1 g of calcium 
sulfite was added into 150 mL of distilled water, some quantities of 
inhibitors, such as 1 g of alcohols, 5 mL of phenols solution and 1 g 
of hydroquinone, were added, respectively. The temperature was 
kept to 30oC and pH was kept to 6.0. Oxidation lasted 30 min under 
different velocity of airflow conditions. As the concentration of 
oxygen was invariant in the air, velocity of airflow was in proportion 
to oxygen partial pressure in the definite time. Influence of oxygen 
partial pressure on the observed oxidation rate was shown 
equivalently in Fig. 4. 

(d) Effect of concentration of inhibitors: After 1 g of calcium 
sulfite was added into 150 mL of distilled water, different quantities 
of inhibitors were added. The temperature was kept to 30oC and the 
velocity of airflow was kept to 0.056 m3/h. pH was kept to 6.0 and 
oxidation lasted 30 min. Influence of concentration of inhibitors on 
the observed oxidation rate was shown in Figs. 5-1, 5-2 and 5-3. 

 
Discussion 

(a)  The uncatalyzed oxidation rate of calcium sulfite would decrease 
with the increase of pH. Although the influence of pH was not 
significant,  the tendency would not change after adding the three 
kinds of inhibitors. The inhibitory influence of phenols would 
decrease evidently with the decrease of pH, while it was not evident 
with regard to alcohols and hydroquinone. 
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Figure 4. Effect of oxygen partial pressure on the observed oxidation 
rate 
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 Figure 5-1. Effect of concentration of alcohol 
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Figure 5-2. Effect of concentration of phenol 
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 Figure 5-3. Effect of concentration of hydroquinone 

 
 (b) The concentration of sulfite was relatively high which was 

close to the practical condition. Uncatalyzed oxidation rate was zero 
order in calcium sulfite, which was consistent with that from Klaus 
Hjuler and Kim Dam-Johansen [4]. Moreover, the oxidation rate 
would increase with the increase of concentration of calcium sulfite 
after added in the three kinds of inhibitors. 

(c) Uncatalyzed oxidation rate was 0.5 order in the oxygen 
partial pressure. The oxidation rate would turn to zero order in 
oxygen partial pressure after added in the three kinds of inhibitors.  

(d) The oxidation rate would decrease with the increase of 
concentration of alcohols and phenols during the experiments, in 
which the concentration of alcohols varying from 0.667 to 6.67 mL/L 
and phenols varying from 0.405 to 2.02 g/L. It was not significant for 
the decrease of oxidation rate with increasing of hydroquinone 
during the experiments, in which the concentration of hydroquinone 
varying from 0.416 to 3.49 g/L. 

(e) The oxidation rate would increase with the increase of 
temperature in all the experiments, which was significant while 
uncatalyzed or inhibitoried by phenols and insignificant while 
inhibitoried by alcohols or hydroquinone. 

(f) The influence of EDTA studied with the same measures as 
well. It was found to have no effect on the uncatalyzed oxidation rate 
of calcium sulfite. 

 
Mechanism 

The oxidation process of calcium sulfite could be divided into 
three steps under heterogeneous conditions, which included 
dissolution of calcium sulfite whose rate was RA from the solid 
particles to the liquid, mass transfer of oxygen into the liquid whose 
rate was RB and the chemical reaction whose rate was RC in the 
liquid phase. 

 
Dissolution rate RA of calcium sulfite:  
The reaction was as follows at low pH: 

−++ +⇔+ 3
2

3 HSOCaCaSOH       (2) 
For the particles whose diameter was rj, the dissolution rate was 

given by the equation assuming it to follow the shrinking-core model 
[7]: 

dr
dCDrN A

24π−=                                           (3) 

boundary conditions:  while r=rSCC = j� 

          while r=+∞  BCC =

It was inferred from above 
)(4 BSjA CCDrN −= π                                   (4)  

Because of the reaction of (2), D was increased and (4) was modified 
)(4 BSjA CCDrN −= επ

                                       (5) 
The dissolution rate included dissolution of all different size of 
calcium sulfite  

∑= AA MNR
                                               

 
Mass transfer rate RB of oxygen:   
As the oxidation process was irreversible, the kinetic equation 

was given by:  
nm

c SOOkR ][][ 2
32

−=
                                         (7) 

The diffusion and chemical reaction were simultaneous while oxygen 
was absorbed into the liquid. Thus the sub-coefficient was increased 
and the mass transfer coefficient was changed accordingly. The mass 
transfer rate of oxygen was given according to theory of double film 

)()(/
AAiLAAiLB CCkCCkR −=−= α                        (8) 

tha
a

=α
                                                    (9) 

where a was fit by the relation 

n

U
La )11( −

−=
α

 
where L and U were decided [8] by 
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As the chemical reaction was rapid, it was simplified by 

considering α≈L 
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             (10) 
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                         (11) 
The concentration of oxygen measured in the reaction system 

was approximately zero 
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                                     (12) 
It was inferred from equation (12) that the mass transfer rate was 0.5 
order in oxygen partial pressure while the chemical reaction rate was 
zero order in dissolved oxygen. 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  254



 
Chemical reaction rate RC: 
It was inferred from the chain reaction mechanism proposed by 

Bāckstrōm [9]: 

   ( )
2321
IVSMC CkCR =                                                  (13) 

It was shown that the chemical reaction rate was zero order in 
dissolved oxygen and 3/2 order in sulfite. 

General reaction rate R: 
As the three above steps proceed simultaneously, the general 

reaction rate depended on the slowest step: 

                                            ),,min( CBA RRRR =
 

The characteristics of uncatalyzed oxidation of calcium sulfite 
in the experimental system were as follows: 
• Uncatalyzed oxidation rate was 0.5 order in oxygen partial 

pressure, which showed R = RB. As calcium sulfite was 
saturated in the reaction solution and concentration of sulfite ion 
could be regarded as constant, the general reaction rate was 0 
order in calcium sulfite. It was inferred that the general reaction 
be controlled by mass transfer of oxygen. 

• The dissolution rate increased which would lead to the increase 
of sulfite ion with the decrease of pH. Thus the mass transfer 
rate would increase according to equation (12), which was in 
agreement with the increasing of general reaction rate while pH 
decreased.  

• The chemical reaction rate RC increased which would lead to the 
increase of k in equation (12) while the temperature increased. 
The general reaction would increase accordingly. 

• Inhibitors could have effect on the oxidation of calcium sulfite 
by the following means:  
(1)  Inhibitors could react with catalyst, such as cobalt and 

manganese, and restrained their catalysis by forming steady 
compound. For example, EDTA would restrain the 
oxidation of calcium sulfite by forming chelate complex in 
the manganese catalyzing system.  

        (15) 
++ +⎯→⎯+ NaMnEDTAMnEDTANa 22

2

As calcium sulfite used in the experiments was analytical 
reagent in which there was no catalyst impurity such as 
transition metals, EDTA had no effect on reaction rate. 

(2) Inhibitors could have effect on the oxidation rate by 
reducibility. For example, as a kind of effective reductant, 
hydroquinone competed for the dissolved oxygen with 
sulfite, which would inhibit the oxidation. It was shown in 
Fig.5-3 that there were about 1.74 ×10-3mol of sulfite 
oxidated during the 30 minutes’ uncatalyzed reaction. That 
was to say, there was at least 8.7×10-4mol of oxygen 
dissolving and reacting as oxidant. While after about 0.06g 
of hydroquinone was added under the condition, there were 
4.4×10-5mol of sulfite oxidated. Supposing hydroquinone 
inhibited the oxidation by competing for dissolved oxygen, 
there should be 8.5×10-4mol of oxygen reacting with 
hydroquinone which was much more than what could react. 
Therefore, reducibility of hydroquinone was not the 
primary factor that inhibited the oxidation in the 
experimental system. It was the same with alcohols, 
phenols. 

(3) As the chain terminator, inhibitors could inhibit the 
oxidation by eliminating the free radicals produced in the 
process of reaction. For example, alcohols reacted with 

·SO3
- which would terminate the chain reaction. There 

were many inhibitors such as hydroquinone, phenols, 
alcohols and glycerol, which had active hydroxide radicals 
and reducibility. The process was as follows. 
 
(i) phenols: 

 
       

+    ·SO3     →           + HSO3
-      (16) 

 
        

→                                            (17) 
 

(ii)  hydroquinone: 
 
 
 

─ OH ─ O·  

─ O· =O 

  O· OH 

                  +   ·SO3
-              +  HSO→ 3

-  +  H+      (18) 
 

 
 
 
  

                      +   ·SO3
-   →                +   SO3

2-            (19) 
                             

 
 
 

(iii） alcohols: 
 

CH3CH2OH + ·SO3
- →  CH3CH2O·  + HSO3

-     (20) 
 
CH3CH2O·  +  ·SO3

-  →  CH3CHO  +  HSO3
-       (21) 

 
Uncatalyzed oxidation kinetics of calcium sulfite under 

heterogeneous condition was changed when the three above 
inhibitors added and the characteristics given. 
• Free radicals ·SO3

- were mostly absorbed and chemical reaction 
rate RC decreased greatly. Equation (13) was not applicable any 
longer and the general reaction was controlled by the chemical 
reaction. 

• Mass transfer rate of oxygen RB decreased and was much greater 
than chemical reaction rate. The chemical reaction had little 
effect on oxygen absorbing which was approximate physical 
absorbing process. As the rate of oxygen consumed by reaction 
was rather little, oxygen in the solution was saturated during the 
reaction. Thus the concentration of oxygen was regarded as 
constant and the general reaction was zero order in oxygen 
partial pressure.  

• Besides absorbing free radicals, the definite inhibitors could 
compete for dissolved oxygen only with some quantitative 
calcium sulfite. Thus the influence of inhibitors would be 
weakened and the general reaction rate would increase while 
calcium sulfite in the solution increased, which explained the 
general reaction rate decreased along with the increase of 
inhibitors. 

• The equilibrium would move to the right in equation (2) and the 
concentration of dissolved calcium sulfite would increase while 
pH decreased, which led to increase of the general reaction rate.  

OH   O-

O· 

O-
O

 

O   
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• The chemical reaction rate would increase when the temperature 
increased.  However, the reaction was not free radical reaction 
and the general reaction rate increased indistinctively.  
 

Conclusions 
 In the experimental system, uncatalyzed oxidation rate was zero 

order in concentration of calcium sulfite and 0.5 order in oxygen 
partial pressure. The kinetics would change after adding the 
inhibitors and the oxidation rate was 1 order in concentration of 
calcium sulfite and zero order in oxygen partial pressure. It was 
inferred by analyzing the mechanism that uncatalyzed oxidation was 
free chain reaction and the free radicals, which were only a little, 
could be produced without transition metals and UV in the 
experiments. Inhibitors, such as Alcohols, phenols and hydroquinone, 
could have effect on the reaction by eliminating the free radicals, 
which was different from the inhibitory mechanism of EDTA. These 
kinds of inhibitors, which had active hydroxide radicals and 
reducibility, might also include glycerol, tea polyphenols, ascorbic 
acid and other substances. Thus, the theory was provided for design 
of the controlling oxidation techniques. 

 
Notation 
 α   enhancing coefficient in liquid phase =  k/

L/kL

AC    concentration of oxygen in the solution 

AiC
   equilibrium concentration of oxygen at the interface 

BC    concentration of calcium sulfite particles 

MC    concentration of catalyst 

SC
   saturation concentration of calcium sulfite particles 

( )IVSC
  concentration of sulfite ion 

tC
   concentration of calcium sulfate after reaction, mol·L-1

0C
   initialization concentration of calcium sulfate, mol·L-1

D     mass transfer coefficient of calcium sulfite particles 

AD    mass transfer coefficient of A in the liquid phase 

BD    mass transfer coefficient of B in the liquid phase 
L    ratio of chemical reaction rate in the liquid film to diffusion rate 

through the liquid film about A in the double film model 
M    amount of calcium sulfite particles whose diameter was rj in 

unit of solution 
m    chemical reaction order in dissolved oxygen 

PCm
   equilibrium constant at the interface 

AN    dissolution rate of calcium sulfite for particles whose diameter 
was rj

n    chemical reaction order in sulfite 
P    oxygen partial pressure in gas phase 
t      reaction time, s 
U    ratio of diffusion rate about B (sulfite) to that about A through 

the liquid film 
ε    enhancing coefficient 
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Abstract 

Capturing carbon dioxide (CO2) from combustion flue gas 
streams has been identified as one of the key measures for the 
mitigations of greenhouse gases. At present, the chemical absorption 
using aqueous amines is the most reliable CO2 capturing technology 
for the diluted low-pressure flue gas. However, this technology is 
associated with high capital and operating cost. One approach to 
reduce the cost is to modify the plant configuration so as to improve 
the efficiency of energy use. This work evaluates an overall 
performance and energy consumption of the amine treating plant 
using split-flow configuration. The evaluation was carried out using 
our mechanistic mass-transfer and hydrodynamic model. The model 
accounts for mechanism of liquid flow distribution, mass-transfer 
process with chemical reactions, and vapor-liquid equilibrium. The 
overall process performance is presented in terms of reboiler heat-
duty for solvent regeneration, size of regenerator, and size of 
absorber.   
 
Introduction 

Capturing greenhouse gases (GHGs), particularly carbon 
dioxide (CO2) from industrial gas streams is one of the key measures 
for the mitigation of GHG emissions.  At present, capturing CO2 
from dilute low pressure gas streams by using chemical absorption is 
the most reliable mitigation technique that bears no technical risk.  
However, this technology is associated with high capital and 
operating cost (i.e. $40 - $80 per ton of CO2 captured), despite the 
fact that it has been commonly used for decades in many industrial 
operations.  The high cost of this process is primarily due to the 
excessive energy consumption for regenerating the absorption 
solvent.  To make the CO2 absorption process economically viable, 
the associated energy use must be substantially reduced. 

Two approaches can be applied to reduce energy consumption in 
CO2 absorption process.  First is to use the absorption solvent that 
requires low energy to strip out CO2, and second is to modify the 
conventional process configuration so as to improve the energy 
efficiency.  The focus of this work is on the modification of process 
configuration.  
 
Split Flow Configuration 

A process configuration so called “Split flow of CO2-riched 
solution” is of interest in this work since it has potential to reduce the 
associated latent and sensible heats required during solvent 
regeneration. The split flow configuration has been applied to several 
gas purification processes, including Shell tripotassium phosphate 
and hot potassium carbonate1.  Its key feature (Figure 1) is a division 
of rich-solution from the absorber into two streams. The first stream 
enters the top of the regenerator, flows downward, leaves the 
regenerator from the midpoint and enters the absorber at the 
midpoint.  The second stream enters the regenerator at the midpoint, 
flows downward, leaves the regenerator from the bottom, and 
eventually enters the absorber at the top.  

 

   
         

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Split-flow process configuration. 
 
Development of Rigorous Model 

The split flow configuration was evaluated using the knowledge 
of mass-transfer and hydrodynamics obtained from our in-house 
mechanistic design model for gas absorption and regeneration.  This 
model was developed and used for mass-transfer prediction in our 
previous work2.  It was based on an integration of several sub-models 
including mechanism of liquid flow distribution, mass-transfer 
process with chemical reactions, and vapor-liquid equilibrium (VLE).  
The liquid distribution sub-model evaluated the distribution features 
of irrigating liquid, at different locations inside the packing element, 
during the operation of the absorption columns.  The liquid 
distribution information was then used to calculate the interfacial 
area.  The mass-transfer sub-model was associated with the use of 
two-film theory for evaluating the overall mass-transfer coefficient 
(KG) across the gas/liquid boundary.  To calculate the individual 
mass-transfer coefficient, the penetration theory was incorporated 
into this sub-model, together with the knowledge of absorption 
kinetics and the enhancement factor equation proposed by DeCoursey 
& Thring in 1989.  The equilibrium behavior under absorption 
conditions was evaluated by using the electrolyte nonrandom two 
liquid (NRTL) model.  The model simulation was based on the 
theoretical packed column design procedure for adiabatic gas 
absorption with chemical reaction, which accounted for heat of 
absorption, solvent evaporation and condensation, chemical reaction 
in liquid phase, and simultaneous heat- and mass-transfer processes.  
The simulation of the absorption column was achieved by dividing 
the packing height into a number of sections.  Each of these sections 
was treated as a non-equilibrium (or rate-based) discrete stage, 
governed by material and energy equations.  Details of the 
mathematical model and simulation can be found in Aroonwilas et al 
(2003)2. 
 
Process Simulation and Case Study 

A case study was established to evaluate and compare the 
overall performance of CO2 capture plant using both conventional 
and split flow configurations. The plant was designed for capturing 
1,000 tonnes CO2 per day with a capture efficiency of 95%. A 5 
kmol/m3 aqueous solution of monoethanolamine (MEA) was the 
absorption solvent. The CO2 loadings of lean and rich solutions were 
0.17-0.22 and 0.50 mol/mol, respectively. The reboiler temperature 
ranged from 110 to 120oC. The overall plant performance is 
presented in terms of 1) reboiler heat-duty for solvent regeneration, 
2) size of regenerator, and 3) size of absorber.   

The simulation results show that the split-flow scheme leads to a 
reduction in reboiler heat-duty. From Table 1, the MEA plant using 
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conventional configuration requires heat-duty ranging from 78,000 to 
144,000 Btu/lb mol CO2 depending upon operating conditions, while 
the plant using split-flow scheme can be operated at the heat-duty of 
as low as 55,000 Btu/lb mol CO2. The reduction in heat-duty can be 
explained by the McCabe-Thiele diagram.  As seen from Figure 2, 
the operating line of the conventional configuration is far apart from 
the equilibrium line, indicating an unnecessary excess of heat-duty or 
water vapor produced in reboiler. On the contrary, the operating line 
of the split flow scheme is located close to the equilibrium line, 
indicating a small excess of heat-duty for a given CO2 stripping 
target. 

 
Table 1. Simulation results. 

 
Process Relative 

absorber size 
Relative 
NTURegen

Reboiler 
heat duty 

(Btu/lb-mole 
CO2) 

 
Typical process (Case I:  
αCO2, Lean = 0.17 mol/mol, 
Tempreboiler = 110oC ) 
 

 
1.00 

 
1.0 

 
144,000 

Split-flow process  
• (Operation I-CI) 

 
1.05 

 
4.2 

 
55,000 

• (Operation II-CI) 1.01 3.4 59,000 
• (Operation III-CI) 0.99 2.0 67,000 
 
Typical process (Case II:  
αCO2, Lean = 0.22 mol/mol, 
Tempreboiler = 110oC ) 
 

 
1.00 

 
1.0 

 
83,000 

Split-flow process  
• (Operation I-CII) 

 
0.73 

 
3.0 

 
68,000 

• (Operation II-CII) 1.09 2.0 69,000 
 
Typical process (Case III:  
αCO2, Lean = 0.17 mol/mol, 
Tempreboiler = 120oC ) 
 

 
1.00 

 
1.0 

 
78,000 

Split-flow process  
(Operation I-CIII) 

 
1.01 

 
1.9 

 
64,000 

    
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. McCabe-Thiele diagram for CO2 stripper. 
 

It is worthwhile to note that while reducing the reboiler heat-
duty, the split-flow scheme requires a taller regenerator. This 
indicates a trade-off feature between the energy cost for solvent 
regeneration and the capital investment cost of regenerator. From the 
simulation, a specific number of transfer unit (NTU) representing the 
height of regenerator can be increased to as high as a factor of 4.  

In addition to the regenerator height, the effect of the split-flow 
scheme on the absorber size was also investigated. The split-flow 
scheme in most cases does not have an apparent effect on the 
absorber size or the packing volume required for a capture target. 
From Table 1, a small change in absorber size (±5%) is found. It 
should also be noted that although the split-flow does not benefit the 
absorber size, it allows the absorption to achieve a relatively high 
CO2 rich loading. This is because the split-flow acts as an intercooler 
within the absorber that prevents the solution temperature to exceed 
the mass-transfer limit. This intercooling behavior can be 
demonstrated by the temperature profile in Figure 3. 
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Figure 3. Absorber temperature profiles. 
 
Conclusion 

The amine treating plant using the split-flow configuration 
requires less reboiler heat-duty for solvent regeneration than the 
conventional plant, while still achieving high CO2 capture efficiency.  
The reboiler heat-duty can be reduced to as low as 55,000 Btu/lbmol 
CO2 with a 95% CO2 capture efficiency and a large CO2 cyclic 
capacity of solution.  However, the regenerator height must be 
increased to accommodate the CO2 stripping.  
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Abstract 
This work provides a comprehensive study of using an aqueous 

blended monoethanolamine (MEA)-methyldiethanolamine (MDEA) 
for carbon dioxide (CO2) capture from low-pressure coal-fired power 
plant flue gas. The study consists of technical evaluations of overall 
process performance and analysis of process cost. The technical 
evaluation involves experimental determinations of absorption 
performance, energy requirement for solvent regeneration, and 
corrosion. The cost analysis was performed using a cost model 
offering great capability and flexibility for process design, 
simulation, and optimization. The results show that using the MEA-
MDEA with an appropriate mixing ratio instead of conventional 
MEA can significantly reduce energy consumption for solvent 
regeneration and corrosion rate, while compromising CO2 capture 
performance.  
 
Introduction 

Chemical absorption using aqueous alkanolamines is considered 
to be an immediate technology for capturing carbon dioxide (CO2) 
from low-pressure coal-fired power plant flue gas. 
Monoethanolamine (MEA) is a promising choice of solvents because 
of its high CO2 reactivity and low chemical cost compared to other 
alkanolamines. However, the overall cost of MEA process is 
prohibitively high and uneconomical due to high energy consumption 
for solvent regeneration.  

 At present, use of blended-alkanolamines is of great interest in 
gas treating plants since it offers a number of advantages over use of 
single-alkanolamines. The most common blends are mixtures of 
MEA-methyldiethanolamine (MDEA), and diethanolamine (DEA)-
MDEA. These blends combine the favorable features of MDEA (i.e. 
higher equilibrium CO2 solubility and lower energy requirement for 
solvent regeneration) with the favorable feature of MEA or DEA (i.e. 
higher reaction rate with CO2). As a result, a fair reduction in the 
process cost can be expected. This work therefore aims at evaluating 
the overall performance of MEA-MDEA process in aspects of 
absorption efficiency, energy consumption for solvent regeneration 
and corrosion rate, and ultimately translating the performance to an 
overall cost-saving in relation to the MEA process.  
 
Experimental Evaluation 

CO2 Absorption Efficiency.  Figure 11 shows CO2 absorption 
performance of three solvents, MEA, MDEA and MEA-MDEA. The 
performance is presented as an overall mass-transfer coefficient 
(KGav) index representing a ratio of KGav value of MEA-MDEA to 
that of MEA. It is apparent that the MEA-MDEA process offers a 
lower CO2 absorption performance than the MEA process, but a 
higher performance than MDEA under the test condition. While the 
KGav index for MEA is 1.0, the index for MEA-MDEA ranges from 
0.22 to 0.45, which is less than half of the index for MEA. The lower 
performance of MEA-MDEA is primarily attributed to the lower 
kinetic rate of CO2 absorption and the higher solution viscosity.  
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Figure 1. CO2 absorption performance. 
 

Energy Requirement for Solvent Regeneration.  Figure 22 
shows energy requirements for solvent regeneration of MEA, MDEA, 
and MEA-MDEA reported in terms of reboiler heat-duty index in 
relation to MEA (index of MEA = 1). The heat-duty index of MEA-
MDEA is less than MEA but greater than MDEA. It ranges between 
0.3 and 0.6 depending on operating condition. Hence, a reduction in 
energy requirement for solvent regeneration can be expected when 
blended MEA-MDEA is in service. 
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Figure 2. Energy requirement for regeneration. 
 

Corrosion.  Corrosion rate of process materials depends on 
many factors including type of absorption solvents. MEA is known to 
be the most corrosive, while MDEA is the least compared to other 
alkanolamines. Blending MEA with MDEA makes the MEA system 
less corrosive. Form Figure 33, the corrosion rate of carbon steel in 
MEA-MDEA system is in between that in MEA and MDEA, and 
varies with mixing ratio. At 80oC under CO2 saturation and 3 
kmol/m3 total amine concentration, the corrosion rate in MEA-
MDEA with a mixing ratio of 1:1 is much less than the MEA’s. Its 
corrosion index is 0.57, while the index for MEA is unity.    
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Figure 3. Solvent and corrosivity. 
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Economic Analysis 
From the above experimental results, it is apparent that a trade-

off feature of the MEA-MDEA process exists. This trade-off 
comprises gain and loss in process improvement, which can be 
translated into cost reduction and increment, respectively. The gain in 
process improvement refers to the decrease in energy consumption 
during solvent regeneration and corrosion rate, while the loss refers 
to the decrease in CO2 absorption performance.  

The trade-off was translated into a process cost to examine the 
actual impact of using MEA-MDEA instead of MEA for CO2 
capture. The cost analysis was carried out using our in-house cost 
model. The model offers great capability and flexibility for process 
design, modeling, simulation and optimization. It accounts for two 
key cost-elements, capital and operating costs. The capital cost was 
derived from process design information particularly capture 
performance, which has a direct impact on dimensions of absorption 
column and regeneration facilities, flue gas blower, intercooler, 
water-wash section, piping systems, heat-exchangers, storage tank 
and circulation pumps. The operating cost was derived from process 
utilities including steam for solvent regeneration, cooling water, and 
electricity, operating labors, maintenance/ repairs, operating supplies/ 
lab, fixed charge including depreciation, taxes, insurance, plant 
overhead cost, etc. 

 A case study of a coal-fired power plant capturing 6,000 tonne 
CO2/day was established for the demonstration of cost comparison 
between MEA and MEA-MDEA processes. The amine plant is 
designed for 6 process trains with a capture efficiency of 95%, and 
operated at 0.22 lean and 0.50 rich CO2 loadings (mol/mol). Two 
formulations of MEA-MDEA with two different mixing ratios are 
considered. As seen in Table 1, the total production cost index of 
MEA-MDEA Formula 1 is 0.87 in relation to MEA (MEA cost index 
= 1), which can be translated into 13 % cost reduction. This reduction 
is mainly attributed to a significant reduction in steam cost (i.e. 67%). 
It should be noted that the overall cost saving is not proportional to 
the reduction in steam cost because it accounts not only for utilities, 
but also other variable production cost including operating labour, 
maintenance and repairs, and others. 

 
Table 1. Results of cost analysis. 

 

 Process Utilities 
Electricity 

Cooling Water 

Steam 

Variable Production Cost 
Maintenance  

Other Operating Labor 

Process Utilities 

Total Production Cost 
Plant Overhead 

Variable  
Production Cost  

Capital  
Investment +  

Fixed  
Charges 

Total Production Cost 
Plant Overhead 

Variable  
Production Cost  

Capital  
Investment +  

Fixed  
Charges 

Total Production Cost 
Plant Overhead 

Variable  
Production Cost  

Capital  
Investment +  

Fixed  
Charges 

Process Utilities 
Electricity 

Cooling Water 

Steam 

Process Utilities 
Electricity

Cooling Water 

Steam

Variable Production Cost 
Maintenance  

Other Operating Labor 

Process Utilities 

Variable Production Cost
Maintenance  

Other Operating Labor

Process Utilities 

MEA 
 (Base case) 

 
Production cost index 

= 1.00 
 

MEA-MDEA 
(Formula 1) 

 
Production cost index 

= 0.87 
 

MEA-MDEA 
(Formula 2) 

 
Production cost index = 

1.03 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  

It should also be noted that a reduction in overall production 
cost of this MEA-MDEA process depends greatly on mixing ratio. 
For instance, the cost of MEA-MDEA Formula 2 is comparable to 
that of MEA, indicating no overall cost saving. This is a result of a 
non-optimal trade-off between CO2 capture performance and energy 
consumption for solvent regeneration. Although achieving about 70% 
reduction in steam cost, the Formula 2 encounters with a low capture 
performance. This results in a larger capital investment as shown in 
Table 1. 
 
Conclusion 

Blended MEA-MDEA is an attractive choice of solvent for CO2 
capture from low-pressure flue gas stream since it shows a promising 
cost-saving opportunity in relation to MEA. The cost saving is 
primarily a result of lower steam cost. A favourable saving can 
however be achieved only when an appropriate mixing ratio of MEA-
MDEA as well as optimal operating conditions are applied.  

Acknowledgements.  Authors gratefully acknowledge the 
Natural Science and Engineering Research Council of Canada 
(NSERC) for financial support. 
 
References 
(1) Aroonwilas, A., Veawab, A. Industrial and Engineering 

Chemistry Research, 2004, 43(9): p. 2228-2237. 
(2) Veawab, A., Tontiwachwuthikul, P., Chakma, A. Industrial and 

Engineering Chemistry Research, 1999, 38(10): p. 3917-3924. 
(3) Veawab, A., Tontiwachwuthikul, P., Aroonwilas, A., Chakma, 

A. 2003. Proceedings of the Sixth International Conference on 
Greenhouse Gas Control Technologies (GHGT6), Kyoto, Japan, 
October 1-4, 2002, edited by J. Gale, Y. Kaya, Pergamon. 

 
 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  260



 

AN OVERVIEW OF CATALYTIC FUEL PROCESSING 
FOR HYDROGEN PRODUCTION AND FUEL CELL 

APPLICATIONS 
 

Chunshan Song* 
 

Clean Fuels and Catalysis Program, The Energy Institute, and 
Department of Energy & Geo-Environmental Engineering 

The Pennsylvania State University, University Park, PA 16802 
*E-mail: csong@psu.edu; Fax: 814-865-3248 

 
This paper presents a brief overview of the recent trends for 

hydrogen energy development, methods of hydrogen production, and 
fuel processing for hydrogen and fuel cell applications. A brief 
discussion will be made on the major problems and challenges in 
energy utilization in 21st century, and the advantages of hydrogen 
energy development, followed by the principles of hydrogen 
production processes.  

Table 1 shows the worldwide use of various energy sources, 
world population, per capita energy consumption and CO2 emissions 
in the 20th century (from 1900 to 2001) estimated based  on published 
data (SAUS. 1998; Flavin and Dunn 1999; USBC. 1999; NCFHS, 
2003; SAUS 2004; Keeling and Whorf, 2004). The 20th century is 
characterized by the tremendous growth with respect to consumption 
of all energy resources including coal, petroleum, natural gas, and 
nuclear energy.  Coal has played a key role as a primary source of 
organic chemical feedstocks in the world till 1950s, and maintained 
its large share as a primary energy source in the 20th century. 
Although the percentage contribution of coal decreased from 55% in 
1900  to 24% in 2001, the amount of coal consumption in 2001 has 
increased to 478%, and the per capita energy use has risen to 315% 
of the world’s 1900 levels, as can be seen from Table 1.   

Figure 1 presents a personal vision for energy and fuels 
research, which was developed by the author for developing and 
directing the clean fuels and catalysis research at the Pennsylvania 
State University in the past decade (modified from Song 2002).  

Related to Figure 1 is a long-term consideration that hydrogen 
energy and fuel cells have great potential to decouple the link 
between energy utilization and environmental pollution in the future.  

Table 2 shows the principal energy sources, hydrogen atom 
sources, and reaction processes for production of molecular hydrogen 
(Song, 2003). The principle and advantages of different types of fuel 
cells will be briefly mentioned. Then the discussions will focus on 
fuel processing for applications in both high-temperature fuel cells 
(SOFC, MCFC) and low-temperature fuel cells (PEMFC and PAFC). 
Hydrocarbon fuels and alcohol fuels can both be used as fuels for 
reforming on-site or on-board. Alcohol fuels can be reformed at 
lower temperatures, but hydrocarbon fuels have the advantages of 
existing infrastructure of production and distribution.  

Figure 2 shows the concepts and steps for catalytic fuel 
processing of gaseous, liquid and solid fuels for high-temperature 
and low-temperature fuel cell applications (Song, 2002).  Further 
research and development is necessary on fuel processing for 
improved energy efficiency and reduced size of fuel processor.  

Catalysis and adsorption play a major role in many of the 
processes related to hydrogen production and fuel processing for fuel 
cell applications. More effective ways of deep removal of sulfur 
before or after fuel reforming, and more energy-efficient and stable 
catalysts and processes for reforming hydrocarbon fuels are 
necessary for both high- and low-temperature fuel cells. In addition, 
more active and robust catalysts for water-gas-shift, more selective 
and active catalysts for preferential CO oxidation at lower 
temperature, more CO-tolerant anode catalysts would contribute 
significantly to development and implementation of low-temperature 
fuel cells, particularly proton-exchange membrane fuel cells. 

 
Table 1.   Worldwide energy use, population and per capita consumption in 20th century 

 

Energy 1900 Use 1900 Distn 2001 Use 2001 Distn 
Source (Million tons of oil 

equivalent)1,2
Percentage 
(%) or Unit 

(Million tons of oil 
equivalent)2,3

Percentage 
(%) or Unit 

Coal 501 55 2,395  24 

Petroleum 18 2 3,913 39 

Natural gas 9 1 2,328 23 

Nuclear 0 0 662 6 

Renewables4 383 42 750 8 

Total 911 100 %  10,048 100 %  

Population1,2 1,762 million 6,153 million 

Per Capita E Use  0.517  TOE 1.633 TOE 

Global CO2 emission2,3 534 MMTCE 6,607 MMTCE 

Per capita CO2 emission 0.30 MTCE 1.07 MTCE 

Atmospheric CO2
5 295 ppmV 371  ppmV 

Life expectancy6 47.3 Years 77.2 Years 

1) Source for energy in 1900: C. Flavin and S. Dunn of Worldwatch Institute  [Flavin and Dunn, 1999]. 2) Sources: 2001 data from Statistical Abstract of the 
United States 2003 (SAUS 2004); 1900 population and CO2 data from U.S. Census Bureau-Historical Estimates of World Population from different sources for 
years up to 1950 (USBC, 1999). 3) Sources for 2001 CO2 data: International Energy Annual 2002 (EIA/IEA 2004).  4) Including hydroelectric power, biomass, 
geothermal, solar and wind energy.  5) Carbon Dioxide Information Analysis Centre (Keeling and Whorf, 2004). 6) Data for the US from National Center for 
Health Statistics (NCFHS, 2003). 
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Table 2. Principal energy sources, hydrogen atom sources, and reaction processes for production of molecular hydrogen 

 

Hydrogen Source Energy Source Reaction Process 

Fossil Hydrocarbons Primary Existing Processes

    Natural gas   Fossil energy Steam reforming and water-gas-shift* 

     Petroleum   Biomass Partial oxidation, Autothermal reforming* 

     Coal   Organic Waste Dehydrocyclization or naphtha reforming* 

    Tar Sands, Oil Shale,     Nuclear energy Gasification* 

    Natural Gas   Hydrate    Solar-thermal   Decomposition, dehydrogenation, coking* 

Biomass    Photovoltaic  Electrolysis* 

Water (H2O)    Hydropower Emerging Processes

     Organic/Animal Waste    Wind, Wave, Geothermal Plasma Reforming 

Synthetic Clean Fuels Secondary Photocatalytic;  Solar-thermal  

    MeOH, EtOH, FT-HCs    Electricity Membrane reactors; Ion-conducting membranes 

    Organic Chemicals    Hydrogen  Thermochemical cycling 

    Metal hydride Special Cases Biological; Bio-inspired process  

    Hydrogen sulfide   Metal bonding Electrocatalytic  

    Ammonia   Chemical bonding Hydrolysis  

Others Others Others  
  Note: current processes that produces hydrogen as main product or by-product in commercial processes are denoted by * mark.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. A personal vision for energy chemical and catalytic research involving clean fuels, chemicals, and organic materials 
(Song, 2002, 2003). 
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Figure 2.  The concepts and steps for fuel processing of gaseous, liquid and solid fuels for high-temperature and low-temperature fuel cell 
applications (Song, 2002). 
  

On-going work in our laboratory will be briefly discussed on 
selective adsorption for removing sulfur from hydrocarbon fuels (Ma 
et al., 2002; Velu et al., 2003), on catalytic reforming of liquid fuels 
at lower temperatures (Strohm et al., 2003; Shen et al., 2002), 
oxygen-assisted water-gas shift for CO removal (Bickford et al., 
2004), H2S removal after reforming (Novochinskii et al., 2004), and 
CO2 separation for H2 production (Xu et al., 2002, 2003). 
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Introduction 

The search for alternative energy sources has been propelled by 
the reduction of petroleum reserves around the world, and by 
pollution caused by the increase in energy consumption.  Compared 
to other options, e.g.: solar, the use of hydrogen (H2) to satisfy the 
future energy demand emerges as an attractive choice. 

Direct cracking of methane over supported metal catalysts (Ni-
Co-Cu), produces very pure H2 without the formation of carbon 
oxides. Nickel nitrate has been the preferred source of nickel for 
direct cracking of methane. The thermal decomposition of nickel 
nitrate (T > 400oC) produced nickel oxide (NiO). In order to reduce 
the nickel from oxide to nickel metal, pretreatment of the catalysts 
was required (using H2 at high temperature (> 500oC) for at least 2 
h). In contrast, thermal decomposition (T>300oC) of nickel acetate 
(Ni(CH3COO)2.4H2O) produced a mixture of Nio and NiO.   

The present investigation evaluated the application of the 
Nio/NiO mixture obtained after thermal decomposition of nickel 
acetate, for CO-free hydrogen production by means of direct 
cracking of methane, using SiO2 as catalyst support. The relationship 
between nickel oxide (NiO) mean crystallite sizes and catalyst 
deactivation  due to carbon deposition, was also studied. 

  
Experimental 

Catalyst preparation. Nickel catalyst supported on SiO2 
(Davisil 35-60 mesh, grade 646, type 150 A, Fisher) was prepared by 
conventional wet-impregnation with a nominal metal loading of 8, 
and 40 wt%. 1) Nickel (II) acetate tetrahydrate 
(Ni(CH3COO)2.4H2O), CAS # 6018-89-9, Aldrich Chemical 
company Milwaukee, WI), and 2) nickelous nitrate hexahydrate 
(Ni(NO3)2.6H2O, JT Baker, Phillipsburg, NJ) were used as a source 
of nickel. After impregnation at room temperature, the catalysts were 
dried overnight at 120oC, and then calcined, in air, at 600oC for 2 h. 

X-ray Diffraction (XRD). XRD data were collected using a 
Scintag 2000 XDS diffractometer with CuKa X-ray radiation. 
Powder samples were placed on aluminum slides and scanned at 4o 
2θ/min. The beam voltage and beam current were 45 kV and 40 mA, 
respectively. 

Scanning Electron Microscopy, and Field Emission 
Scanning Electron Microscopy (FE-SEM). The morphology of the 
catalyst, was recorded using scanning electron microscopy (SEM), 
and field emission scanning electron microscopy (FE-SEM). SEM 
micrographs were taken in an Amray 1810 microscope, and high-
resolution micrographs were taken in a Zeiss DSM982 Gemini FE-
SEM microscope. 

Textural Properties. The catalyst surface areas were measured, 
using nitrogen physisorption at liquid nitrogen temperature with a 
Micrometrics ASAP 2010 System. Before the analysis samples were 
out-gassed at 300oC under vacuum for 2 h. Surface areas were 
determined by nitrogen adsorption data, with Brunauer-Emmett-
Teller (BET) methods.  

Catalytic activity. The catalysts were tested for the direct 
cracking of methane using a gas-flow quartz tube reactor, operating 

at atmospheric pressure. Methane (99% [Airgas]) was fed to the 
reactor at 40 mL/min. Before reaction started, the catalysts prepared 
using Ni(NO3)2.6H2O were reduced with pure hydrogen at 550oC, for 
2 h – unless otherwise mentioned. During the reaction, the product 
stream was analyzed using mass spectrometry (MS) with an MKS-
UTI PPT quadrupole residual gas analyzer. Methane conversion was 
calculated from the hydrogen concentration in the product mixture. 
Each experiment was performed three times using catalysts prepared 
in different batches (B1-B2-B3). 
 
Results and Discussion 

Influence of Nickel Precursor on Catalysts Surface Area and 
Activity. Table 1 summarized the effect of nickel precursor on the 
catalyst surface area. Ni(CH3COO)2.4H2O was used as nickel 
precursor and led to materials with higher surface areas than those 
obtained with Ni(NO3)2.6H2O. In addition, the amount of nickel (wt 
%) used had an inverse effect on the catalyst surface area – i.e.: the 
higher the Ni wt% the lower the surface area.  

The changes in methane conversion with time during the 
catalytic cracking of methane at 550oC, are showed in Figure 1. The 
activity of the catalyst prepared using nickel acetate - without 
reduction pretreatment (Fig.1: curve - 2), was very close to the 
activity obtained with the catalysts prepared using nickel nitrate – 
pre-reduced with H2 at 550oC for 2 h (Fig. 1: curve – 1). 
Additionally, the methane conversion data for the unreduced SNi1 
catalyst were also included in Figure 1. Clearly, the conversion of 
methane using this non-treated catalyst (Fig.1-3) was lower than the 
one obtained with the pre-reduced SNi1 (Fig.1-1). This difference in 
activity illustrated the reduction effect on the catalysts prepared from 
the nitrate salt, and the advantage of using nickel acetate as a 
precursor (reduction free). 
 

Table 1. Effect of Nickel Precursor and Support on Catalysts 
Surface Area. 

 
Catalyst Nickel precursor Nickel wt% BET surface area, m2g-1

 

SNi1 

SNi2 

SNi3 

SNi4 

 

Ni(NO3)2.6H2O 

Ni(CH3COO)2.4H2O 

Ni(NO3)2.6H2O 

Ni(CH3COO)2.4H2O 

 

40 

40 

8 

8 

B1        B2        B3

179     170    173 

250     230    256 

274     278    266 

286     295    281 

 
XRD Characterization. Decomposition of nickel (II) acetate 

tetrahydrate in air at 600oC for 2 h resulted in the formation of a 
mixture of Nio/NiO as indicated by the XRD pattern (Nio: 2θ =43.7o, 
51.1o, 75.6o, NiO: 2θ = 36.4o, 42.5o, 62.0o, 78.6o). On the other hand, 
thermal decomposition of nickelous nitrate hexahydrate in air at 
600oC for 2 h resulted in the formation of NiO (NiO: 2θ = 36.4o, 
42.5o, 62.0o, 78.6o). However, when the nickel precursors (acetate, 
nitrate) were impregnated on SiO2, and calcined in air at 600oC for 
2h, the main product obtained was NiO regardless of the nickel wt%.  

Effect of Nickel Oxide (NiO) Mean Crystallite Size on 
Catalyst Carbon Yield (gC/gNi).  The mean crystallite size of NiO 
was estimated using the Sherrer equation based on half-width of the 
diffraction peaks assigned to [200], and [111] NiO. Figure 2 shows 
the effect of NiO mean crystallite size on the carbon yield of the 
catalysts. For instance, in the case of type 2 catalysts, as the 
crystallite size increased the carbon yield of the catalysts also 
increased (see Fig. 2).   
 
 

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  264



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Changes in methane conversion during methane 
decomposition using B1 nickel catalysts. Experimental conditions: 
Temperature = 550oC, Pressure = 1 atm, and Flow rate = 40 mlmin-1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Effect of NiO mean crystallite size on the catalysts carbon 
yield 
 
 
Conclusions 

1) For the first time, the Nio/NiO mixture obtained by thermal 
decomposition of nickel acetate has been successfully used for 
catalytic cracking of methane to produce CO-free hydrogen suitable 
for hydrogen fuel cells. The use of nickel acetate as a nickel 
precursor, for the preparation of the catalysts, saves not only 
hydrogen (our product of interest) but also time, and energy by 
eliminating the pretreatment step (i.e. using H2 at high temperature 
(>500oC) for at least 2 h).  

2) The use of nickel acetate as the catalysts nickel precursor led 
to materials with a higher surface area than those obtained when 
nickel nitrate were used. 

3) For catalyst supported on SiO2 (sa. ~ 200 – 300 m2g-1), the 
carbon yield (gC/gNi) attained during methane decomposition 
increased with an increase in the catalysts NiO mean crystallite size. 
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Abstract  
 This paper describes our research efforts towards the preparation of 
high surface area ceria containing catalysts for fuel cell applications. In 
the present work, we present a simple, single step flame synthesis 
method to prepare high surface area ceria based water gas shift (WGS) 
catalyst using aqueous solutions of metal acetate precursors. The 
specific surface areas of the synthesized powders are in the range of 130 
and 163 m2/g. High-resolution transmission electron microscopic (TEM) 
characterization showed that the particle sizes for the ceria materials are 
in the range of 3 and 10 nm. X-ray diffraction (XRD) and X-ray 
photoelectron spectra show the presence of transition metal oxide in the 
as prepared catalysts.  

 
Keywords 
Flame synthesis; WGS catalysts; transition metal supported ceria; TEM; 
XPS 

 
Introduction 
 Cerium oxide (CeO2) / ceria is an important inorganic material 
having the cubic fluorite type crystal structure (1). Ceria either in the 
pure form or doped with other metals (Cu, Ni, etc) / metal ions (Mg2+, 
La2+, Sc2+, Gd3+, Y3+, Zr4+ etc.), potentially has a wide range of vast 
applications including gas sensors (2), electrode materials for solid 
oxide fuel cells (3, 4) oxygen pumps, amperometric oxygen monitors 
and three way catalytic supports for automobile exhaust gas treatment 
(5,6).  
 In recent years, nanocrystalline particles have attracted much 
attention because of their improved physical and chemical properties 
compared to those of bulk materials. Various solution-based techniques 
have been used for the preparation of pure ceria and transition metals, 
rare earth metals, or metal ions doped ceria materials, including 
coprecipitation (7, 8), hydrothermal (9-11), microemusion (12, 13), sol-
gel (14), solution combustion (15) and electrochemical methods (16). In 
addition, solid-state reaction, mechano-chemical methods, chemical 
vapor deposition (CVD), sputtering have also been used to make ceria-
based materials (17-19). These methods are either multi step and time-
consuming (e.g. solution based techniques) or control of the product 
composition may be difficult (e.g. CVD).  
 In the present paper we report a single step alternative route for 
synthesizing CeO2 based nanoparticles. The process involves the 
pyrolysis of aqueous solutions of the metal acetate without addition of 
any extra fuel in a methane oxygen flame. 
 
Experimental 
 The precursors used were cerium acetate as the cerium source.The 
transition metal salts used were copper as the copper source, nickel 
acetate, iron acetate, manganese acetate, cobalt acetate, chromium 
nitrate, and rhodium acetate. The precursors were dissolved in deionized 
water to make 0.3 M solutions of each. For the transition metal 
supported ceria, a series of solutions have been prepared starting from 5, 
10, 20, 30 and 40 mole % of transition metal in ceria. The solutions were 
filtered through a membrane filter before filling the nebulizer (Gemini 

Scientific Corporatation, Inc.). Liquid precursor feed was then atomized 
with compressed air resulting in a fine spray. In the reactor the flame 
was made by methane, oxygen and nitrogen. The flow rate for each gas 
was methane 0.9 l/min, oxygen 1.81 l/min and nitrogen 2.75 l/min. The 
flow rate of the precursor solution into the flame was 0.5ml/min. After 
burning the fine spray, the particles were collected on a water-cooled 
surface by thermophoresis, which was kept on the top of the flame. The 
distances of the water-cooled surface from the burner and the flame 
were 6.5 cm and 2 cm respectively. 
 
Characterization 
 The synthesized materials were then characterized by powder X-
ray diffraction (XRD) using CuKα (λ = 1.5408Å) for the phase analysis 
and crystal structure determination. Thermogravimetric analysis (TGA) 
was used to determine the amount of unwanted materials such as water 
and carbononaceous compounds in the sample. Atomic bonding was 
analyzed using Fourier transformed infrared spectroscopy (FTIR). 
Brunauer, Emmett and Teller (BET) gas absorption method was applied 
to investigate the surface area of the sample. Transmission electron 
microscopy (TEM) was used for the particle size analysis and surface 
morphology of the material. X-ray photoelectron spectroscopy (XPS) 
was utilized to determining the oxidation state of the transition metal 
used in the ceria system. 
 
Results and discussion 
 Thermogravimetric analysis was performed in air at a heating rate 
of 10ºC/min. The TGA curve for the pure ceria sample indicates that 
there were two stage of weight loss. The first weight loss (between 20 to 
200ºC) was due the removal of water molecules, which probably come 
from the condensation of water molecule on the water-cooled surface. 
The second stage weight loss (between 300 to 600ºC) resulted from the 
burning and oxidation of carbon compounds (combustion by-product) 
likely from incomplete combustion of the metal acetate precursor, which 
is confirmed by FTIR. Similarly, the TGA of the as prepared Cu/CeO2 
showed the same weight loss behavior with the presence of more carbon 
in the sample. 
 The IR absorption bands in the region of 2800-2900 cm-1 are 
typical of the C-H stretching mode of hydrocarbons. The C=O stretching 
band at ~1400 cm-1 confirms the presence of unburned acetic acid in the 
final product.  
 Residual water and hydroxyl group are detected with a large band 
at around 3500cm-1, corresponding to O-H stretching frequency, and a 
broad band at around 1600 cm-1, due to the bending vibrations of 
associated water. Another species of strong bands is located at around 
1000 cm-1, which may be either associated with the formation of 
carbonate like species (20) or the formation of nanocrystalline CeO2-x 
(21). 
 The X-ray diffraction pattern of 40% Cu doped CeO2 is shown in 
Figure 1. The diffraction lines corresponding to the fluorite type 
structure and the d values agree well with those expected for CeO2. The 
peaks corresponding to Cu or CuO could not be detected even with the 
increase of Cu content. This suggests that metallic Cu or Cu2+/Cu+ may 
not be substituted for Ce4+ in CeO2. Increasing the Cu content increases 
the line width compared to the pure CeO2 and the absence of Cu or Cu-
oxide phase suggest that the metallic Cu or Cu2+ /Cu+ ions are dispersed 
on the surface of CeO2. Diffraction patterns of Ni and Fe doped CeO2 
prepared by the flame synthesis method are similar to those of pure 
CeO2 and Cu doped CeO2.  
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 The XPS of as prepared Ni(2p3/2) shows that Ni is in the +2 
oxidation state as seen from the Ni2+ (2p3/2) binding energy as well as 
the satellite peaks. The Ni/CeO2 catalyst after the water-gas shift 
treatment shows the zero oxidation state of Ni, which indicates the 
reduction of Ni2+ to Ni happens in the reducing atmosphere. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Transmission electron microscopic image of 40%Cu/CeO2 is 
shown in Figure 2. The particles are spherical in size with particle size 
in the range of 3-5 nm. The absence of big particle suggests that the 
precursor droplets are vaporized completely in the flame. The selected 
area electron diffraction (SAED) pattern is indexed to polycrystalline 
CeO2 in the fluorite structure and no line corresponding to Cu or any of 
the oxides of Cu is detected. This again suggests the dispersion of Cu2+ 
on the CeO2 surface. A particle size and BET surface area analysis of 
pure ceria and M/CeO2  (M=Cu, Ni, Fe) is given in Table-1. 

Table 1. Particle size and the BET surface area of the synthesized 
pure ceria and transition metal supported ceria 

__________________________________ 
 
 
 
 
 
 
 
 
 

__________________________________ %   Ni/CeO

Material      particle size (nm)      Surface  
             area (m2/g) 
_________________________________________ 
Pure CeO2                  3-5                      153 
5%   Cu/CeO2   3-5                       135 
10% Cu/CeO2   3-5                            153  
15% Cu/CeO2   3-5                       128 
30% Cu/CeO2   3-5                         - 
40% Cu/CeO2   3-10                          156 
40% Fe/CeO2   -                        127 
5

Figure 1. X-ray diffraction spectra of the as prepared 
40% Cu/CeO2 powder 

 
Conclusions 
 Flame synthesis is an easy, single step method for the preparation 
of pure CeO2 and the transition metal doped CeO2 materials starting 
from aqueous solution of metal salts. The process is time and possibly 
cost efficient compared to other wet chemical methods. From XPS it is 
clear that the transition metals in the CeO2 are in an oxidized state and 
the metal ions may be on the surface of the CeO2 lattice. Preliminary 
results show that the flame made transition metals doped CeO2 powders 
are active for the water-gas shift reaction (22). A small amount of 
carbon is present in the as prepared sample, which is confirmed by TGA 
and FTIR. The particle sizes of the synthesized materials are in the range 
of 3-10 nm and the BET surface area are in the range of 127-163 m2/g. 
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Introduction  

Hydrogen generation technologies have become increasingly 
important due to recent attention focusing on fuel cells.  The water-
gas shift reaction, which is performed in two stages as high- and low-
temperature shift, is of central significance to produce high-purity 
hydrogen.   Generally, the high-temperature water-gas shift reaction 
(HTS) is conducted on Fe-Cr catalysts.  However, these catalytic 
systems possess many drawbacks such as low activity at low 
temperatures, sintering of magnetite (Fe3O4), and a pyrophoric 
nature.  Moreover, the use of Cr poses additional complications due 
to harmful effects of Cr6+ on human health.  Thus, development of 
chromium-free catalytic systems is necessary.  Also, it is apparent 
that innovative chromium-free iron-based catalysts that can 
overcome those drawbacks would have a significant impact on 
widespread applications of fuel cell systems.  Araujo and Rangel1 
investigated the catalytic performance of Al-doped Fe-based catalyst 
with small amounts of copper (%wt Cu ≈ 3) in the HTS reaction.  
The aluminum and copper-doped catalysts showed similar catalytic 
activity compared to a commercial Fe-Cr catalyst at 350 oC and 
H2O/CO = 0.4.  Costa et al.2 examined the use of thorium instead of 
chromium in iron- and copper-based catalysts for the HTS reaction.  
It was found that thorium and copper-doped catalyst was more active 
than a commercial Fe-Cr catalyst at H2O/CO = 0.6 and 370 oC, 
possibly due to an increase in surface area by thorium.   

In this work, various chromium-free iron-based catalysts 
promoted with first row transition metals have been synthesized and 
studied for the HTS reaction. The effect of synthesis variables on 
physical, chemical, and structural properties and, in turn, on catalyst 
performance has been examined.   

 
Experimental 

Catalyst preparation.  Catalysts were prepared using a 
coprecipitation method.  All metal precursors (Aldrich) used were in 
nitrate form.    Ammonium hydroxide (29.63 vol%, Fisher Scientific) 
was used as the precipitating agent.  Initially, 0.5 M aqueous 
solutions of metal nitrates were prepared and mixed in a beaker in 
appropriate proportion to keep the Fe/promoter molar ratio constant 
at 10.  NH4OH was subsequently added drop-wise to the mixed 
solution until the final pH was 9.  The resulting dark brown solution 
was stirred vigorously for an additional 30 min.  The precipitate was 
washed with demineralized distilled water and filtered several times 
to remove ammonium ions.  The remaining solid was then dried 
overnight in an oven at 110 oC.  The dry samples were ground to a 
fine powder and were calcined under air at 450 oC (ramp rate = 2.5 
oC/min) for 4 h.  For catalysts promoted with first-row transition 
metals, they were synthesized by a coprecipitation-impregnation 
method.  Before drying, the precipitate obtained after washing was 
further impregnated with a calculated amount of 0.5 M aqueous 
solution of the first row transition metal and stirred for 30 min. 

Catalyst characterization.  BET surface areas of freshly 
calcined catalysts were measured by N2 adsorption-desorption at 77 
K using a Micromeritics ASAP 2010 instrument. Pore size 
distributions were also calculated from the desorption isotherms 

using the BJH method. In situ X-ray diffraction (XRD) during 
reduction under 5% H2/N2 of the catalysts pre-calcined at 450 oC was 
performed using a Bruker D8 Advance X-ray diffractometer 
equipped with atmosphere and temperature control stage and using 
Cu Kα radiation operated at 40 kV and 50 mA.      

Temperature-programmed reduction (TPR) of catalysts was 
conducted using a laboratory-made gas flow system with 10% H2/Ar 
(40 cm3/min) as a reducing agent.  The temperature of the catalysts 
was raised using a ramp rate of 10 oC/min to 950 oC and held for 30 
min.  H2 consumption was measured using a thermal conductivity 
detector (TCD) connected to a data-acquisition computer.  X-ray 
photoelectron spectroscopy (XPS) of catalysts was performed with 
an AXIS Ultra XPS spectrometer with an Al anode operated at 14 kV 
and 10 mA.    Spectra were corrected using the C 1s signal located at 
284.5 eV. Diffuse reflectance infrared Fourier transform 
spectroscopy (DRIFTS) experiments were performed using a Bruker 
IFS66 instrument equipped with an MCT detector and a KBr 
beamsplitter.  Prior to the collection of spectra, the catalysts were 
reduced in situ under 20% H2/He at 350 oC for 2 h followed by 
flushing under He for 30 min.   

Reaction studies.  The steady-state reaction experiments were 
performed using a fixed-bed flow stainless steel reactor (1/4 in. OD).  
The reaction conditions were as follows: 300-400 oC, CO/H2O/N2 = 
1/1/8, GHSV = 3,200-9,500 h-1.  Prior to the reaction, catalysts were 
reduced in situ under 20% H2/N2 (50 cm3/min) at 350 oC for 2 h.  The 
feed and effluent were analyzed on-line using an automated 
Shimadzu GC-14A equipped with FID and TCD detectors. 
Separations were performed under Ar using 2 columns: Porapak Q 
(12 ft x 1/8 in. SS, 80/100 mesh) and molecular sieve 13X (5 ft x 1/8 
in. SS, 60/80 mesh).  The catalytic activity is defined as moles of CO 
converted per moles of Fe present per hour.   
 
Results and Discussion 

It is believed that the function of chromium in commercial HTS 
formulations is to stabilize magnetite from sintering, thus enhancing 
the activity and stability of iron catalysts 3,4.  In this study, 
aluminum, manganese, and gallium were chosen as potential 
replacements for chromium.  Our reaction results indicate that the 
presence of Mn and Ga caused a decrease in WGS activity whereas 
the addition of Al in Fe catalysts improved WGS activity. This 
suggests that Al could be a potential chromium replacement.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Reaction comparison of various reduced Fe-based 
catalysts in the HTS reaction [Reaction conditions: 300-400 oC, 
CO/H2O/N2 = 1:1:8, GHSV = 9,500 h-1]. 
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As shown in Figure 1, although Fe-Al catalysts were not as 
active as Fe-Cr catalysts, the addition of Cu in Fe-Al catalysts (Fe/Cu 
= 20) resulted in a significant enhancement of WGS activity.  More 
importantly, Fe-Al-Cu catalysts not only matched the activity of Fe-
Cr catalysts, but surpassed them. In addition, the beneficial effect of 
Cu promotion is much more pronounced at lower temperatures. This 
indicates that formulations of highly active and chromium-free iron-
based catalysts can be achieved by adding both aluminum and 
copper. 

It is noted that all promoted catalysts exhibited higher surface 
area (54-88 m2/g) compared to Fe-only catalyst (19 m2/g).  The pore 
size corresponding to the maximum of Fe-only catalyst (24 nm) was 
considerably higher than that of Al- and Cr-containing samples (8 
and 6 nm, respectively). This suggests that the presence of aluminum 
or chromium retards the growth of hematite crystallites during 
calcination.  Moreover, in situ XRD during reduction indicated that 
the all promoted catalysts possessed smaller crystallite sizes of 
magnetite at the reduction temperatures ranging from 300 to 450 oC.   

It is conceivable that reduction behaviors of Fe-based catalysts 
could play a major role on catalytic performance in the HTS reaction. 
To further examine the change in catalyst reducibility with 
promotion, TPR was performed with 10% H2/Ar over various pre-
calcined Fe-based catalysts.  A low-temperature (LT) reduction peak 
around 420 oC is assigned to the reduction of hematite (Fe2O3) to 
magnetite (Fe3O4).  A broad high-temperature (HT) reduction peak is 
attributed to the reduction of magnetite (Fe3O4) to FeO and metallic 
Fe.  The addition of Cr or Al helps stabilize magnetite and prevents 
its further reduction to inactive FeO and metallic Fe.  The presence 
of Cu facilitates the formation of magnetite, leading to a significant 
improvement in WGS activity.  An additional peak is also observed 
on Cr- and Cu-containing samples, possibly due to the reduction of 
Cr6+ to Cr3+ (270 oC) and Cu2+ to metallic Cu (220 oC), respectively. 

XPS was conducted to investigate the nature of active sites and 
oxidation states of species present on the catalyst surface.  For all 
calcined catalysts, only the hematite phase  (710.9 eV) was observed.  
After reduction at 350 oC, magnetite (710.3 eV) was the major 
species detected.  Metallic (706.3 eV) phase is clearly seen on 
reduced Fe-only catalysts while it was markedly suppressed on both 
Al- or Cr-containing catalysts.  Consistent with TPR results, the 
addition of Al or Cr in Fe catalysts helps retard the formation of 
metallic Fe. Furthermore, the oxidation state of chromium after 
reduction was found in +3 state whereas all copper oxide was 
converted to a metallic copper phase.  This is also consistent with our 
TPR peak assignments. 

DRIFTS experiments of the CO+H2O TPReaction were further 
conducted to investigate adsorbed species during the WGS reaction 
and to elucidate the reaction mechanism. Our in situ DRIFTS results 
indicated that the WGS reaction over Fe-based catalysts occurs via 
the redox mechanism. The catalyst surface undergoes successive 
reduction and oxidation cycles by CO and H2O to produce CO2 and 
H2, respectively, with Fe3+ and Fe2+ occupying the octahedral sites in 
the magnetite structure constituting a redox pair.  More interestingly, 
CO2 bands grew stronger under CO flow on reduced Fe-Al-Cu 
catalyst after H2O exposure at 400 oC for 1 h compared to reduced 
Fe-only catalyst.  This suggests that Cu promotes the redox cycle, 
thus improving the catalytic activity of iron-based catalysts.   
 
Conclusions 

Various chromium-free iron-based catalyst were synthesized 
and studied in the HTS reaction at 300-400 oC and H2O/CO = 1.  Our 
reaction results have suggested that aluminum is a potential 
chromium replacement.   Promotion with Cu of Fe-Al catalysts 
further enhances WGS activity significantly.  Characterization results 
have indicated that the differences in catalytic performance could be 

due to changes in catalyst reducibility and magnetite crystallite 
growth as well as rate differences in redox steps of the WGS reaction 
over iron-based catalysts. 
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Introduction 

Hydrogen storage system development is a key enabling 
technology for the widespread introduction of hydrogen fuel cells. 
None of the existing technologies used for industrial hydrogen 
storage meet all or even most of the necessary performance criteria 
such as volume and gravimetric hydrogen density while providing 
inherent safety at a competitive price. While demonstration activity 
for PEM (proton exchange membrane) fuel cell applications is 
progressing using these and other early promising storage 
technologies, the performance targets required to enable hydrogen 
fuel cell vehicles is one of the most demanding applications with the 
largest potential impact. Significant work is progressing on 
technologies that show promise to improve storage densities by 
adsorption, absorption, or hydrogenation of hydrogen to various 
materials for storage onboard a vehicle. Novel liquid-phase hydrogen 
storage materials have been developed that enable the storage of 
hydrogen by reversible catalytic hydrogenation. Our proposed 
approach for hydrogen storage provides improved benefits that will 
be discussed. 

 
Discussion  

Hydrogen Storage System Approach.  The proposed 
reversible liquid-phase hydrogen carrier (LQH) approach, illustrated 
in Figure 1, provides a scenario that integrates the fuel distribution 
with the onboard vehicle storage technology.1 Storage technologies 
being investigated, which include hydrogen stored as cryogenic 
liquid, compressed hydrogen, and reversible solid hydrogen sorbents, 
all currently fall short of the challenging benchmark expectation of 
consumers set by gasoline. Targets have been developed by the U. S. 
Department of Energy with input from the automotive companies to 
address these challenges.  

 

 
 

Figure 1.  Schematic for the integrated approach of liquid-phase 
hydrogen carriers (LQH). 

  

(4)  Energy Efficiency. Hydrogen powered fuel cells have the 
potential to provide energy advantages over today’s petrochemical 
vehicle fuel supply. However, in order to achieve these advantages, 
the storage of hydrogen must also be energy efficient. As just 
discussed, the dehydrogenation will utilize the waste heat from the 
fuel cell. The hydrogenation of the liquid carrier is an exothermic 
process with anticipated heats of hydrogenation of -8 to -18 kcal/mol 
(Figure 3). In a commercial industrial hydrogenation process, some 
portion of this heat can be captured and utilized for economic benefit 
for utilization in the hydrogen production process such as for steam 
generation.  

The LQH approach provides some potential benefits compared 
to the other storage technologies. The areas of distribution, 
infrastructure cost, onboard system requirements, energy efficiency, 
and safety will be addressed.  

(1)  Distribution.  The liquid carrier is hydrogenated at the 
hydrogen production site and delivered ultimately to the fuel tank of 
a hydrogen powered vehicle with no intermediate transformations in 
the delivery chain as would be required if a reversible solid hydrogen 

storage technology were utilized. Because the LQH can be stored at 
atmospheric conditions without spontaneous evolution of hydrogen, 
the transfer of the liquid through pipelines, tanker trucks, or 
conventional liquid storage tanks is consistent with today’s fuel 
distribution system.  

(2)  Infrastructure Cost.  By carrying hydrogen in an 
atmospheric liquid, we expect this approach can utilize the existing 
liquid fuels infrastructure. Fueling stations will dispense a liquid fuel 
in the same manner they do today without requiring hydrogen 
production, compression, or heat exchange capabilities. Pipeline 
systems and tanker truck fleets can be utilized as well. While the 
carrier must be returned, since the fuel distribution trucking fleet 
currently returns empty there is available capacity at minimal 
incremental cost to facilitate the return. This approach has the 
potential for transition amongst the current fuel distribution providers 
as hydrogen slowly builds demand. The level of upfront speculative 
capital that will be required to build an infrastructure should be 
significantly less than gaseous and cryogenic distribution approaches.  

 

 
Figure 2.  Schematic for the integration of a dehydrogenation reactor 
with a fuel cell onboard a vehicle. The system consists of a tank for a 
hydrogenated liquid (LQH), a heat exchanger to utilize waste heat 
from the fuel cell for the endothermic dehydrogenation, a catalyst 
bed, and a holding tank for the dehydrogenated liquid (LQ). 

 
(3)  Onboard System.  A conformable storage tank like that used 

for gasoline today is expected. Current compressed hydrogen tanks 
for onboard storage are cylindrical or spherical in shape to contain 
the very high pressures. It is anticipated that conformability should 
allow for easier vehicle design. The volume required onboard the 
vehicle for hydrogen transfer, storage, and generation is only starting 
to be addressed by storage technology developers. Because the LQH 
is hydrogenated at a central location instead of onboard the vehicle 
like in many solid sorbent systems, the automotive system is 
simplified. There will be no need for heat exchange during fueling 
and the fueling can occur at a rate comparable to today’s gasoline 
pumping. The LQH and dehydrogenation system are being designed 
to utilize waste heat from the fuel cell for hydrogen generation 
without supplemental heating (Figure 2). By accomplishing this, it 
will also significantly reduce the radiator requirement for the vehicle. 
The work to develop this dehydrogenation system is underway and is 
critical to the success of this approach. 

(5) Safety.  While hydrogen can be handled safely, it requires 
different considerations than today’s vehicle fuels that could greatly 
affect the acceptance and adoption rate of hydrogen vehicles. These 
are dominated by consumer acceptance for the fueling experience, 
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but also include vehicle repair and maintenance, parking 
considerations, and security considerations for tunnels. The LQH 
fueling experience, by its nature, will appear the same to the 
consumer as today’s “one way” transfer of gasoline or diesel fuel 
with simultaneous transfer of two liquids. The transfer of 
hydrogenated liquid into the vehicle and dehydrogenated liquid off of 
the vehicle can happen automatically without any additional action 
by the consumer. The consumer will never come into contact with 
hydrogen gas itself nor be at risk of an equipment failure that could 
create an incident since the liquid carrier is an atmospheric liquid that 
will not spontaneously generate gaseous hydrogen. The onboard 
system is expected to generate hydrogen on demand, so the vehicle 
repair and maintenance industry, while still requiring new 
mechanical training, should not require additional safety 
considerations for the individuals or for detectors and other safety 
systems in the garages. In our ongoing work, our objective is to 
develop liquid systems that will provide improved environmental and 
safety considerations than that of gasoline and diesel. 

Liquid-phase Hydrogen Carriers.  The possibility of storing 
and transporting hydrogen for energy storage via the catalytic 
hydrogenation and dehydrogenation of common aromatic molecules 
such as benzene or toluene has long been discussed.2  The 
dehydrogenation of saturated aromatics to provide hydrogen to a fuel 
cell or hydrogen internal combustion engine (ICE) has also  been 
investigated for these chemically simple systems.3  With a theoretical 
gravimetric hydrogen storage capacity of over 7 weight percent, the 
systems seem attractive. But while this chemistry is carried out 
routinely in chemical plants, there are numerous engineering 
difficulties in utilizing it in a practical hydrogen storage device. 

With the appropriate metal catalysts, the hydrogenation of 
benzene, toluene, naphthalene and related one or two six-membered 
ring aromatics to the corresponding saturated cyclic hydrocarbons, 
cyclohexane, methylcyclohexane and decalin, respectively, can be 
conducted at relatively mild conditions, e.g. ~100°C and ~100 psi 
(6.9 bar) of hydrogen pressure, where it is thermodynamically very 
favorable. However, dehydrogenation of the above cited 
corresponding alkanes to produce hydrogen gas at the about 20 psia 
(1.5 bar) and higher delivery pressures as required for use in today’s 
PEM fuel cells,is a highly endothermic process. They require the use 
of higher reaction temperatures that are not easily obtainable from 
the fuel cells as well as a significant input of energy.  For example, 
the dehydrogenation of decalin in a membrane reactor gives only a 
very low conversion (~15%) of decalin, even at 300°C, and is only 
greatly enhanced by the selective separation of hydrogen by the 
membrane and removal from the reactor.4

For the hydrogenation of benzene to cyclohexane, the 
experimental enthalpy change at standard conditions (1 atm. 
pressure, 25°C), ∆H°, is -16.4 kcal/mol H2; ∆G at 80°C is -6.2 
kcal/mol H2, with a corresponding K=2.9 x 1011 atm-3 and 
approaches the ideal ∆G value only at about 280°C (where K = 1.1 
atm-3).  For the hydrogenation of naphthalene (liquid), C10H8, to 
cis-decalin (liquid), C10H18, the experimental ∆H°= -15.1 kcal/mol 
H2 and ∆G at 80°C is –4.9 kcal/mol H2 and approaches zero only at 
about 235°C (where K = 0.8 atm-5). Therefore, it is very clear that 
with the reversible hydrogenation of simple aromatics a recovery of 
hydrogen that is stored by hydrogenation will only be possible at 
quite elevated temperatures. 

Additionally, the common one or two six-membered ring 
aromatic molecules are quite volatile as are their hydrogenated 
products. While the hydrogenation can be conducted in a closed 
system, the production of product hydrogen from the reverse reaction 
fundamentally requires that there be some means of totally separating 
the gas from the reaction's organic volatile components. While 

technically possible, this requires a further unit operation which 
increases the complexity and cost of the hydrogen storage process. 

There have been several attempts to provide practical processes 
for storing hydrogen via a reversible hydrogenation of aromatics. 
Jensen et al. have described a means of dehydrogenating a 
hydrocarbon to an aromatic and hydrogen in the presence of a 
particular iridium-based homogeneous catalyst at temperatures of 
190°C or higher.5  Specifically described hydrocarbons are 
methylcyclohexane, decalin, dicyclohexyl, and cyclohexane (for 
which the corresponding aromatic products are toluene, naphthalene, 
biphenyl and benzene). These substrates are clearly volatile at these 
reaction temperatures and the reaction chamber is thus necessarily 
provided with a membrane that is highly selective for the passage of 
hydrogen as compared to the other volatile reaction components 
which are retained in the reaction chamber. 

Kariya, Ichikawa et al. have recently reported what is described 
to be an efficient generation of hydrogen from liquid cycloalkanes 
such as cyclohexane, methylcyclohexane and decalin over platinum 
and other platinum-containing catalysts supported on carbon. 
The processes are carried out at from about 200°C to 400°C under 
either "wet-dry multiphase conditions"6 or using pulse-spray mode 
reactors7, which involve intermittently contacting the saturated liquid 
hydrocarbon with a heated solid catalyst in a way such that the 
catalyst is alternately wet and dry. Because of local superheating and 
other cited factors the dehydrogenation reaction is rendered more 
efficient in terms of improved reaction kinetics but because of the 
reaction thermodynamics, it still requires the use of relatively high 
temperatures for a high conversion of the cyclohexane to the 
corresponding aromatic molecule. 

Thermodynamics.  In the hydrogen storage system approach 
discussed here, the hydrogen is “contained” in liquid-phase hydrogen 
carriers. Hydrogenation of the LQH is an exothermic process, while 
the release of hydrogen by dehydrogenation requires at least the 
corresponding input of thermal energy which can ideally be met from 
the fuel cell's or internal combustion engine's waste heat. Thus, in 
contrast to compressed hydrogen or liquid hydrogen-based storage 
systems, the necessary energy needed for containing the hydrogen 
(i.e. its heat of hydrogenation) can thus largely be met without 
significant consumption of higher grade electrical energy for 
compression. 

 

 
Figure 3.  The range of known H2-containment enthalpies including 
physical adsorption and chemical adsorption (eg. metal hydrides and 
hydrogenation of aromatic molecules). 
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This concept can be quantified in terms of the basic thermodynamic 
parameters, enthalpy (∆H), entropy (∆S), Gibbs free energy (∆G), 
and the equilibrium constant K, for the reversible hydrogenation 
reaction of substrate A to A-H2n: 

 

    
    

nHAnHA K
22 −⎯→←+

by the familiar thermodynamic relationship: 
  ∆G = -RTlnK = ∆H - T∆S   (1) 
where R is the ideal gas constant, T is the reaction temperature 

(K), and  
K = [A-H2]/[A]Pn

H2         (2) 
where the terms in [ ] refer to concentration and PH2  designates 

the hydrogen partial pressure.    
For an ideally reversible process, ∆G should ideally be about 

zero at a temperature (T) of ~80°C, the approximate temperature of 
operation of present day polymer electrolyte membrane (PEM) fuel 
cells. 

From Equation 1, the ideal requirement of ∆G~0 would be met 
with ∆H~T∆S. The entropy change for a hydrogenation (∆S) of pi-
conjugated substrates, which is largely representative of the loss of 
the H2 molecules' translational entropy, is typically on the order of 
~30 cal/deg/mol H2. Thus, for ∆G=0 at 80°C, ∆H should be about –
10.6 kcal/mol H2; at 200°C, ∆H will be approximately –14.2 
kcal/mol H2; and at 250°C, ∆H will be approximately –15.7 
kcal/mol H2. For a practical hydrogen storage device that operates 
via a reversible hydrogenation of an aromatic molecule, the change 
in enthalpy at standard conditions (∆H°, with standard conditions 
being 25°C and 1 atm.) of hydrogenation of the substrate as 
determined experimentally should be within the range of about –8 to 
-14 kcal/mol H2, (a range of hydrogenation enthalpies enthalpy 
changes that does not encompass the ∆H° for benzene or the ∆H° for 
naphthalene to their corresponding hydrocarbons). Those substrates 
having a lower modulus (absolute value) of the negative standard 
enthalpy change of hydrogenation, will be more easily 
dehydrogenated. 

 
Conclusions 

The reversible liquid-phase hydrogen carrier approach provides 
a scenario that integrates the fuel distribution with the onboard 
vehicle storage technology into a total system approach. While all 
proposed hydrogen storage technologies currently fall short of the 
ultimate commercialization targets, the LQH approach provides some 
unique benefits compared to the other storage technologies. The 
thermodynamics of the system provide potential maximum energy 
efficiency by (a) utilizing the waste heat from the exothermic carrier 
hydrogenation reaction and (b) a close integration of the endothermic 
dehydrogenation step which would thus be essentially driven by the 
waste heat from the H2 consuming power source. 

Progress in demonstrating the feasibility of producing hydrogen 
by the dehydrogenation of saturated aromatic molecules has been 
reported in the literature. However, it is evident from these results 
and our calculated thermodynamics that the use of molecules with a 
heat of hydrogenation >15 kcal/mol H2 will not allow for the 
dehydrogenation catalysis to operate at a temperature that enables the 
direct utilization of PEM fuel cell waste heat. The challenge of 
discovering liquid-phase hydrogen carriers for onboard hydrogen 
storage with both a suitable hydrogen capacity and heat of 
hydrogenation still remains. 
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Abstract 

The objective of the proposed work was to develop a model of 
hydrogen spillover that provides a mechanistic understanding of the 
resulting surface concentration attributed to hydrogen spillover. We 
have developed four models to describe this process, including (1) a 
chemical kinetics model, (2) a kinetic Monte Carlo analysis, (3) a 
dimensional analysis of the process, and (4) use of a Langmuirian 
model to provide a simplified chemical kinetics analysis. Each  
model has led us to some degree of insight to the hydrogen spillover 
process, and we anticipate that successful development of a model 
for hydrogen spillover will lead to a better design of hydrogen 
storage materials and provide insight into the field of heterogeneous 
catalysis as well. Here, we discuss the fourth model in detail and its 
resulting “spillover isotherm” which has allowed comparison of 
recent experimental results in hydrogen storage of doped carbon 
nanomaterials at pressures up to 20 bar.  
 
Introduction 

Recently, the term hydrogen spillover was used by Lueking & 
Yang to describe a synergistic effect between a multi-wall carbon 
nanotube (MWNT) and a Ni0.4Mg0.6O catalyst left from synthesis:  
Hydrogen spillover increased the uptake of the MWNT by up to 40% 
[1] and high-pressure studies with this material showed adsorption 
and desorption to be 3.7% and 3.6% hydrogen by weight respectively 
at 69 bar and 300 K [2].  Temperature-programmed desorption 
showed a secondary low temperature desorption peak attributed to 
hydrogen spilled over to the carbon surface; integration of these 
desorption peaks indicates that hydrogen bound carbon exceeds 
hydrogen bound catalyst by a factor of two at atmospheric pressure. 
This hydrogen uptake was comparable to similar studies reported 
concurrently for carbon-based materials with uncharacterized metal 
content.  Similar work suggests that the original 5-10% report of 
hydrogen storage in SWNT was also a result of carbon-metal synergy 
and theoretical studies of Fe-doped bucky balls suggest that 
application of pressure to doped nanocarbons may induce defects that 
lead to additional carbon adsorption sites with a hydrogen binding 
energy between classic physical and chemical adsorption [3].   
Development of a solid state hydrogen storage material remains a 
key hurdle to realize a hydrogen fuel economy, yet no current 
materials meet storage targets established by the DOE.  Despite a 
general skepticism about hydrogen storage reports in carbon based 
materials, the study of carbon-metal hybrids remains largely 
unexplored. 

The objective of this paper was to provide the theoretical 
framework to properly analyze and interpret hydrogen spillover data 
beyond the limit of low surface coverage, such that a theoretical basis 
can be used to guide experimental efforts.  To this end, a simple 
utilitarian model with a limited number of parameters requiring 
estimation and/or extrapolation is desired.  We have developed four 
separate conceptual models that are useful in describing hydrogen 
spillover and are not limited to low pressure and low coverage 
conditions.  The final model, a simple kinetic analysis based on an 
extended Langmuir-like derivation, proved the most utilitarian for 
interpreting high-pressure hydrogen adsorption isotherms; and thus 
this final “hydrogen spillover isotherm” is discussed here in detail, fit 

and validated with experimental data, and used to interpret spillover 
trends on various carbon supports.  The corresponding “hydrogen 
spillover isotherm” has implications not only in hydrogen storage, 
but also in the field of hetoergeneous catalysis. 
 
Methods  

Materials.  HiPCO single wall carbon nanotubes (SWNTs) 
were obtained from Carbon Nanotechnologies (CNI) Inc. and further 
treated with 4M HCl followed by 6M HNO3 to remove residual 
metals.  Treated SWNT were doped with platinum (H2PtCl5.6H2O, 
STREM Chemicals) by refluxing in ethylene glycol.  Prior to 
adsorption measurements, samples were reduced in situ in 100 cc 
(STP)/min hydrogen gas at 573 K followed by vacuum treatment at 
573 K to remove hydrogen prior to cooling to room temperature for 
adsorption measurements.   

Hydrogen adsorption.  Total hydrogen uptake was quantified 
at 300K for 40-50 mg samples gravimetrically through adsorption 
isotherms on a Hiden IGA-003 microbalance with a sensitivity of +1 
µg at pressures up to 20 bar.  Ultra-high purity hydrogen was used 
and further purified with an in-line molecular sieve. Buoyancy 
corrections were based on preliminary helium densitometry 
measurements which showed a density of 1.9 g/cm3.  The hydrogen 
monolayer coverage was calculated by extrapolating to zero pressure, 
using standard procedures. The hydrogen adsorption for the 1% 
Pt/SWNT was compared to data obtained in reference [4]. 
 

 
 
 
 
 
 
 
 
 

 
Figure 1.  Hydrogen spillover includes (a) adsorption/desorption 
from a supported catalyst followed by surface diffusion to the 
catalyst support.  In our simplified Langmuiran analysis (b) we have 
incorporated the assumption that the metal remains saturated and the 
flux is only from the metal to the support (see text and Equation 1) 
  

Model Development.  To arrive at active metal surface area, a 
common method is to extrapolate low pressure data to zero pressure.  
The assumption is that metal remains saturated at intermediate 
pressures.  We have incorporate this assumption in the development 
of our spillover model illustrated in Figure 1.  Combining a mass 
balance around the support with a surface diffusion term, Ds, 
ultimately leads to the Langmuiran-type expression for overall 
uptake, η, normalized per number of surface sites, Z:   
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Thus, this Langmuiran approach has led to a “spillover isotherm” 
represented in Equation 1 which incorporates dimensionless 
parameters that relate hydrogen adsorption, desorption (to/from the 
support) to the rate of interfacial transfer to the support (λ1 and λ2).  
The parameters β1 and Z represent the fractional number of catalyst 
surface sites and the total number of sites per surface; these 
parameters are characteristic of the support and should be easily 
determined through experimental analysis.  

 
Results and Discussion 

Hydrogen spillover is often cited to be proportional to the 
square root of pressure.  In his seminal work, Langmuir discussed a 
fifth case of adsorption which involved dissociation of the adsorbate 
and, we believe, ultimately led to this common assertion.  However, 
Langmuir clear states that this equation is valid only in the limiting 
case where surface coverage approaches zero.  Hydrogen uptake on 
supported catalyst is generally limited to measurements between 0-1 
bar.  Over this limited pressure regime, overall uptake can be fit 
reasonably well to any number of exponential type expressions, 
including that indicating a square root pressure dependence. In 
contrast, defining spillover as an increase in uptake over that 
expected for the undoped supported showed little pressure 
dependence for metals supported on nano-carbons [4].  

  
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  The hydrogen spillover isotherm fits experimental 
hydrogen uptake data for 1% Pt supported on SWNT at high 
pressures (here  Po = 20 bar). 

 
The spillover isotherm fits experimental data for a 1% Pt/SWNT 

very well at pressures up to 20 bar (Figure 2); previous models we 
have developed relying on simple square root pressure dependence 
do not fit the data over this range of pressures.  It is interesting to 
note that the spillover isotherm reduces to square root pressure 
dependence when λ2 is large; this corresponds to a large desorption 
rate relative to the mass transfer rate (see Equation 2).  The spillover 
isotherm also exhibits properties similar to that of the classic 
Langmuir isotherm, in that it has a limiting value at high pressure.  
This limiting capacity provides a more realistic view of potentially 
applying carbon-metal hybrids to hydrogen storage applications, than 
the common statement that uptake is proportional to the square root 
of pressure. 

The direct need for a hydrogen spillover model to characterize 
and understand experimental data has been discussed previously [7].  
Simple additive analysis commonly used to interpret data makes no 
concession for synergistic effects upon the addition of a catalyst. 
When comparing the overall uptake of a catalyst-support 
combination, it is difficult to draw meaningful conclusions about the 
ability of a support to accept spiltover hydrogen when the surface 
may—either by design or inadvertently—have different catalyst 

loading and dispersion. Chemical methods that modify the support 
ultimately affect metal dispersion, thus systematic attempts to study 
the role of chemical modifications on hydrogen spillover are difficult 
at best.  Plots of hydrogen uptake before (Figure 3a) and after (Figure 
3b) illustrate how the normalization procedure via the spillover 
isotherm facilitate data analysis.  Prior to normalization, it is unclear 
whether the ~2-fold increase in hydrogen uptake for the 5% 
Pt/SWNT is due to greater Pt or due to chemical properties of the 
support (Figure 3a).  Normalization and use of the spillover  isotherm 
allows a meaningful comparison between the chemical treatments 
and synthesis of the different SWNTs shown (Figure 3b).  The 1% 
Pt/ SWNT was synthesized as described in the methods section, 
whereas the data for the 5% Pt/SWNT is from reference [4].  Thus, 
the two SWNT were synthesized and pretreated with very different 
procedures.  This normalization via the spillover isotherm leads to 
initial speculations that the HNO3 treatment was detrimental to 
hydrogen uptake via hydrogen spillover.  
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Figure 3.  Hydrogen uptake of 5% Pt/SWNT is greater than 1% 
Pt/SWNT (a), but it is unclear if this is due to metal content, loading, 
or support chemistry.  Treatment of the data through the hydrogen 
spillover isotherm (b) suggests the surface chemistry of the 5% 
Pt/SWNT contributes to its higher uptake.  
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Introduction 

In the past several decades there has been considerable interest 
in efficiently harnessing solar energy to generate chemical energy.1,2 
However, significant progress is still needed to reach this goal. 
Natural photosynthesis represents the conversion of solar energy to 
chemicals via a complex array of light-harvesting pigments and 
redox species arranged spatially across membranes.3 It is necessary 
to create long-lived accessible photogenerated charge-separated 
species for building up an efficient energy conversion system. The 
thermal back-electron-transfer reaction makes this difficult; e.g., with 
the photosensitizer tris(bipyridine)ruthenium-(II) (Ru(bpy)3

2+ ) and 
the electron acceptor methyl viologen (MV 2+), the forward- and 
back-electron-transfer rate constants are reported to be 5.6 x 10 9 and 
2.4 x 10 9 M -1 s -1, respectively.4

Various heterogeneous supports have been examined for the 
Ru(bpy)3 2+ and viologen system such as micelles,5 vesicles,6 silica 
gel,7 clays,8 and zeolites.9,10 Zeolite-based systems have shown 
promise for generation of long-lived charge-separated species. Using 
dyad molecules exchanged on the surface of zeolites, it was found 
that intramolecular back-electron-transfer reactions between 
Ru(bpy)3

3+ and viologen radical could be 105 times slower than in 
solution.11  Several groups have shown that the back electron transfer 
between zeolite-entrapped Ru(bpy)3

3+ and viologen radical can be 
slowed, and charge hopping between intrazeolitic viologen molecules 
can lead to permanent photoinduced charge separation.12-15 However, 
in these latter cases, Ru-(bpy)3

2+ was within the zeolite and not 
accessible for possible chemical utilization. 

Here we would like to address the accessibility problem by 
examining a system in which a polypyridine-ruthenium moiety is 
covalently bonded to entrapped-bipyridinium acceptors on the 
surface of the zeolite.10 By adapting a zeolite membrane, which can 
keep apart two chemical systems that interfere with each other, yet 
still allow for transport of specific species through the membrane, a 
spatial separation of the photogenerated hole and electron can be 
achieved.16,17 In our study a prototype zeolite-membrane-based 
artificial photosynthetic assembly, which is a Ru polypyridyl 
complex decorated on the surface of the zeolite with intrazeolite 
bipyridinium ions and propylviologen sulfonate in solution, will be 
proposed as an attractive feature in mimicking natural photosynthesis. 
 
Experimental 

Chemicals: (Ru(bpy)2
3+, Strem Chemicals), Na2EDTA (GFS 

Chemicals), triethanolamine (Sigma), 1,3-dibromopropane (Aldrich), 
1,4-dibromobutane (Aldrich), 2,2’-bipyridine (Aldrich), 4,4’-
dipyridyl hydride (Aldrich) and 1,3 propane sulfone (Aldrich) were 
purchased with the highest purity available and used as received. 
Acetonitrile, toluene, dichloromethane and acetone were obtained 
from Mallinckrodt (reagent grade) and used without further 
purification. N,N’ -trimethyl-2,2’ –bipyridinium dibromide (3DQ2+/, 
N,N’-tetramethyl-2,2’ -bipyridinium dibromide (4DQ2+/ and propyl 
viologen sulfonate (PVS) were synthesized following a procedure 
published elsewhere.18 

Preparations of zeolite and its membrane: As a support, 
porous α-Al2O3 disks prepared according to the literature procedures 
were used.19 Nanocrystalline zeolites Y were used as a seed crystal 
and were synthesized from clear solutions of tetramethylammonium 
(TMA)-aluminate according to the literature.20,21 The synthesis 
solution had the following molar composition; 0.037 Na2O, 1.0 
Al2O3, 3.13 (TMA)2O, 4.29 SiO2, 497 H2O. Zeolite Y membrane was 
prepared by secondary growth method and a detailed procedure was 
discussed in a previous report.16  X-ray powder diffraction (XRD) 
patterns of nanocrystalline zeolite Y and its membranes were 
recorded with a Rigaku Geigerflex diffractometer using Ni-filtered 
Cu Kα radiation (40 kV and 25 mA). Figure 1 shows a typical XRD 
pattern of zeolite Y membrane.   
 

 
Figure 1.  XRD of zeolite membrane grown at 45O for 7 days (Y-due 
to zeolite, S-due to substrate).16

 
Synthesis of Ru complex and fabrication of  zeolite- based 

artificial photosynthetic assemblies: Ligand L (1,4-Bis[2-(4’-
methyl-2,2’-bipyrid-4-yl)ethenyl]-benzene) and [Ru(bpy)2(L)](PF6)2 
were prepared by following methods described in the literature with 
slight modifications.22 Analytical and spectroscopic data recorded for 
these compounds were in agreement with the proposed structures. To 
accomplish the prototype of zeolite-based artificial photosynthetic 
assemblies, each reaction step was properly modified. Their 1H NMR 
and UV-Vis absorption spectra matched with those of the 
presynthesized one. Pore size engineering technique was also applied 
to accomplish ideal model assembly by means of reducing the ion-
exchange of 3-DQ2+ by Na+.  

Photolysis: A xenon arc lamp equipped with a water filter, a 
420 nm cut-off filter and a reflecting mirror (420–650 nm) was used 
as a light source. The power of the incident radiation on the 
membrane side of the cell was 250 mW/cm2, measured by a Coherent 
210 power meter. For suspension and membrane photolysis, a 
vacuum-sealed NMR tube and a cell,10 which has a built-in (1 cm 
internal length) cuvette for in situ absorption spectro-scopic study 
were used respectively.  

 
Results and Discussion 

To examine charge transport through the zeolite membrane, a 
reaction that involves electron transfer by a self-exchange process 
was considered.  

 
Scheme 1. A schematic representation of the cell for photochemical 
charge transport studies16 
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A schematic description of the cell in which the reaction was 
carried out, and has two compartments separated by the zeolite 
membrane17 is shown in scheme 1. The zeolite was ion-exchanged 
with 4DQ2+ and the following process was carried out: 

 

 
 

where the subscripts s and z represent solution and zeolite, 
respectively. Reaction (1) initiates the charge-transfer process on the 
zeolite side, and EDTA acts as a sacrificial electron donor. If charge 
transport through the zeolite membrane can occur by electron 
hopping via the self-exchange of ion-exchanged DQ2+, as shown in 
reaction (5), then illumination of the zeolite side should lead to 
creation of PVS-• radical on the substrate side of the membrane and 
measure of this radical (characteristic absorption bands at 390 and 
605 nm) was the focus of these experiments. Even though O2 from 
leaking into the cell was not fully prevented, 0.018 mM of PVS-• 
radical was observed on the substrate side of the membrane as a 
resultant of charge propagation through zeolite membrane.  

In terms of achieving efficient charge transfer, however, the 
electron donor and acceptor should be as close as possible. Therefore 
an electron donor and acceptor dyad would be required and 
[Ru(bpy)2(L-4DQ)]4+-Y zeolite was chosen as a model system. 
[Ru(bpy)2(L-4DQ)]4+-Y ion-exchanged with MV2+ upon exposure to 
ambient light in an anaerobic environment exhibited new bands at 
390 and 605 nm. Further, these spectral changes disappeared when 
the zeolite sample was subsequently exposed to O2. These obser-
vations are consistent with formation of the MV•- radical. 
Ru(bpy)2(L-4DQ)4+ -Y ion-exchanged with 3DQ2+ was dispersed in a 
PVS solution and irradiated with visible light. A growth in bands at 
390 and 605 nm signifying the formation of PVS•- radical in solution 
was noted, as shown in the insert of Figure 2. The formation of the 
viologen radical as measured by the absorbance at 390 nm for two 
zeolite samples [Ru(bpy)2(L-4DQ)]4+-3DQ 2+-Y and [Ru-(bpy)2(L-
4DQ)]4+-Na-Y are contrasted. The data show that the growth of 
PVS•- is considerably accelerated with intrazeolitic 3DQ2+. After 3 h 
of photolysis, 12 nmol of PVS•- was formed, though the amount of 
the ruthenium complex on the zeolite was 10 nmol. The yield of 
PVS•- could be increased further with photolysis time, as is obvious 
from the slope of PVS•- generation in Figure 2.10 

 

 
 

Figure 2. Growth of PVS•- during photolysis of I, [Ru(bpy)2(L-
4DQ)4+]- 3DQ2+-zeolite Y, and II, [Ru(bpy)2(L-4DQ)4+]-Na+-Y, in 

aqueous solution of 0.01 M PVS (inset shows the spectrum after 180 
min of illumination for I).10  

Several experiments were done with the solution recovered from 
the photolysis sample and measured their excitation (measured at 530 
nm) and emission spectrum (λmax: 530 nm). A new species was being 
created during photolysis with characteristic absorption and emission 
maximum at 390 and 530 nm indicated the presence of 3,4-dihydro-
1,1’-dimethyl-3-oxo-4,4’-bipyridinium cation (3-one), which 
originates from be the oxidation of PVS in solution. The question 
that arises is what species oxidizes PVS to the pyridones? 

In aqueous solution at neutral pH, the half-life for Ru-(bpy)3 3+ 
is of the order of 200 s in the dark and is considerably faster in the 
presence of visible light.23 Illumination within the ligand to metal 
charge-transfer band of Ru(bpy)3

3+ increases the nucleophilicity of 
the bpy ligand and thereby promotes the attack by water. In earlier 
studies,24,25 we concluded that the covalent hydrates and hydroxyl-
ated species of the ruthenium complex formed by the attack of water 
on Ru(bpy)3

3+ oxidize methyl viologen to pyridones and regenerate 
Ru(bpy)3 2+. We propose that, in the [Ru(bpy)2(L-4DQ)]4+ -3DQ 2+ -
zeolite sample, photo-excitation leads to electron transfer from the 
tethered Ru complex to intrazeolitic 3DQ2+.  

The photolyzed solution was also tested to examine if it had any 
sacrificial electron donor properties for photolysis with Ru(bpy)3

2+ 
and viologen, and the result was found to be negative. This 
experiment also confirmed that if any of the zeolite-tethered 
[Ru(bpy)2(L-4DQ)] 4+ complex was decomposing, then such soluble 
species did not have the ability to generate PVS-• in solution.  

On the basis of data, we concluded that, in the [Ru(bpy)2(L-
4DQ)]4+ -3DQ 2+ -zeolite sample, photoexcitation leads to electron 
transfer from the tethered Ru complex to intrazeolitic 3DQ 2+. 
Several studies in zeolites have demonstrated that if the bipyridinium 
ions in zeolite are well packed, then the electron can migrate through 
the zeolite by self-exchange,14,15,26,27 and this is the purpose DQ 2+ 
serves. Such a process will lead to the formation of Ru(III) on the 
zeolite surface, which in the presence of light and water will lead to 
rapid adduct formation that can react with PVS in solution to form 
the pyridones and regenerating Ru-(II). The electron on the 3DQ 2+/+ 
can migrate through the zeolite and upon coming to the surface of the 
zeolite is vectorially transferred (because of the difference in 
reduction potentials) to PVS in solution forming PVS•- , a feature that 
has also been reported by other groups.14,15 These ideas are 
represented by scheme 2 and the following equations: 

 
 

 
 
Scheme 2. Photoelectron-Transfer Scheme of [Ru(bpy)2(L-4DQ)]4+-
3DQ2+-Zeolite Y in Aqueous Solution of PVS.10 
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In the scheme above, the Ru3+ (OH2)-zeolite represents the 
complex formed by water attack on the Ru(III) complex and its 
actual form is more complicated than the representation. 23-25 The 
reason the electron at the interface (on 3DQ2+) does not recombine 
with the ruthenium complex is because Ru(III) has reacted with 
water and PVS and is regenerated as Ru(II). Thus, both water and 
PVS are necessary to regenerate Ru(II). PVS also plays a second role 
as the electron acceptor from DQ•+ in the zeolite. Eventually, the 
formation of PVS•- will stop when all the PVS is converted to the 
pyridone, but since we have a 2500-fold excess of PVS over 
ruthenium, such a situation is not reached within the times for which 
we have photolyzed the samples. Water attack on the photogenerated 
Ru(III) complex will result in degradative processes and destruction 
of the Ru complex in the absence of PVS.23,24 Zeolite-based RuO2 
catalytic systems that can result in O2 generation are currently being 
incorporated into the molecular assembly and will assist in 
regeneration of the Ru(II) complex.28 Also, in the  present system 
(Scheme 2), there is a sacrifice in photochemical efficiency due to 
quenching of [Ru(bpy)2(L-4DQ)]* by PVS in solution.  

Here, it is suggested that using a zeolitic membrane to separate 
the redox species would alleviate this problem.16,17 A prototype 
zeolite-based artificial photosynthetic assembly is proposed for 
demonstrating efficient long-lived charge transfer and separation. 
The assembly will be configured to have Ru polypyridyl complex 
decorating the surface of the zeolite membrane with intrazeolitic 
bipyridinium ions (3-DQ2+). Its photochemical and photophysical 
properties will be examined in the same manner as with zeoltie 
particles and it is expected that a long-lived charge separation across 
a membrane will be possible. This successful demonstration should 
lead to interesting chemistry, including the possibility of splitting 
water into hydrogen and oxygen.9 More details will be discussed in 
the symposium. 
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Introduction 

Metallic species are encountered in many high temperature 
processes – both as a natural, trace constituent in fuels and as an 
industrially processed commodity. Sources include coal 
combustors, waste incinerators, oil combustors, jet engines, 
smelters, steel production processes, welding, deactivation furnaces 
for demilitarization operations, and many others.  When introduced 
into a combustion system, the volatile heavy metals vaporize at 
high temperatures, and nucleate and grow in the cooler downstream 
regions.  This results in the formation of a submicrometer aerosol.  
Conventional particle control devices are not effective in capturing 
particles in these size ranges1,2; resulting in an enrichment of these 
heavy metals in the exhaust gases. Several studies have reported 
that combustion sources are a major contributor of heavy metals in 
the atmosphere3,4.  In addition, fine particles pose an enhanced 
health risk, and many of these metals are toxic constituents in these 
size ranges5-8. Thus, there is a need to develop control 
methodologies for the capture of heavy metals in combustion 
systems.  

There are several methods that have been proposed for control 
of toxic metal emissions from combustors1, 9.  Bulk sorbents have 
been have been shown to be effective for capture heavy metal 
species in combustion systems, however, they are plagued with 
several physico-chemical limitations10, 11. Once the metallic species 
has chemisorped to the outer surface, the inner volume is rendered 
ineffective.  Thus a large volume of bulk sorbent is required to 
capture trace metals. Furthermore, they have been ineffective in 
certain environments, for example when chlorine is present12. In 
addition bulk sorbents have not been found to effectively suppress 
the nucleation of the heavy metal species. An alternate approach is 
the use of  novel nanostructured sorbent agglomerate processes for 
the capture of heavy metals in combustion environments13, 14.  
Several studies have investigated the effectiveness of this process 
for the capture of  heavy metals such as lead 15.   The 
nanostructured sorbent consists of an agglomerate of nanometer 
sized primary particles.  Thus the agglomerate has a very high 
surface area to allow for chemisorption of the heavy metal species.  
However, the agglomerate is large enough that it is readily 
captured.          

In this paper, the use of nanostructured sorbents for 
controlling metal emissions from combustors is reviewed. First, the 
descriptions of the pathways of trace heavy metal species (lead, 
cadmium, mercury and others) and the sorbent-metals interactions, 
bulk and nanostructured sorbents, in combustion system are 
discussed.  This is followed by a recent experimental data 
for the capture of gaseous mercury using nanostructured sorbents 
in laboratory-scale coal combustors. The conclusion of this review 
will discuss the use of aerosol dynamic models to optimize 
injection strategies to ensure that sorbents have a high specific 
surface area, retain their active sites for metal capture, and the size 
distribution that would result in the most effective capture in a 
particle control device. 

Mechanistic pathways of trace heavy metal species and the 
sorbent-metals interactions in combustion environment  

Several researchers have conducted studies on metallic 
species aerosol formation and growth dynamics in high 
temperature aerosol flow reactors.  Key aspects studied include; 
transfer of the toxic metal species from the matrix (such as the fuel 
or waste) to the gas phase, their transformation in the gas phase, 
ultimate formation, and growth dynamics in a varying temperature 
field9. The resultant size distribution of the aerosol in combustion 
systems establishes the capture characteristics in pollution control 
devices, atmospheric transformation rates, transport and deposition 
characteristics, visibility effects, and health effects.   

Figure 1 illustrates the mechanistic pathway of toxic metal 
species in combustion system resulting in particle formation with 
and without the addition of sorbents..  As the temperature cools at 
the exit of the combustor, the species nucleate to form stable 
clusters. The nucleation rate also depends on the speciation of the 
metallic species.  The oxides typically have low vapor pressures, 
and tend to nucleate rapidly when the temperature decreases. 
Certain heavy metals, such as mercury, remain in the elemental 
state14.  Some heavy metals like mercury also have high vapor 
pressures and therefore tend to nucleate slowly. The nucleated 
clusters can then grow by collisions and by condensation of 
molecular species.  The primary particles in an agglomerate may 
restructure due to sintering thus altering the morphology and the 
size.  Studies have shown that the metallic species that result in a 
submicrometer aerosol are difficult to capture using conventional 
particle control devices1, 2, 16. 

 

 
Figure 1.  Mechanistic pathway of toxic metal species in 
combustion system resulting in particle formation. 
 

The use of nanostructured sorbents has demonstrated 
suppression of the homogenous nucleation pathway;  and 
chemisorption of the vaporous metallic species with the sorbent, by 
a large available specific surface area of the sorbent material 13.   
The growth dynamics of the sorbent particles are critical in 
establishing the surface area and the overall mobility diameter.  
These factors will change as a result of the time-temperature 
history that the sorbent encounters in the combustion system.  
Sintering of the sorbent will tend to reduce the available surface 
area and convert the material to more of a bulk material; whereas 
too short a residence time will result in an agglomerate size that is 
not effectively trapped in the particle control device.  To firmly 
understand and predict the sorbent particle structure, an aerosol 
dynamics model that accounts for particle growth has been 
developed. The model accounts for collisional growth, and 
accounts for the change in surface area due to both collisions and 
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sintering.   Use of such models allows optimize injection strategies 
for most effective capture of heavy metal species. Preliminary data 
for titanium dioxide sorbents for the capture of mercury in coal 
combustion exhausts is provided. 
 
Mercury capture using nanostructured sorbents 
 Figure 2 illustrates the mechanistic pathways of the 
transformation of mercury species in a coal combustor, and the 
interaction with the sorbent materials.  In typical combustion 
exhausts, the mercury remains in the elemental state in the gas 
phase. The indicated oxidation pathways are relatively slow, thus 
mercury remains in the elemental state primarily.  While aerosol 
surfaces such as that of fly ash may result in some transfer to the 
particle phase, this is a minimum.  This is primarily due to the low 
reactivity of the fly ash species to the gas phase mercury.  The 
presence of chlorine and other radicals in the combustion 
environment may promote chemical oxidation.  In summary, there 
is a distribution of the mercury but most of it remains in the gas 
phase which precludes its capture in existing particle control 
devices. Understanding the pathways of mercury transformation in 
the combustion system allows the design of effective capture 
methodologies.  A designed injection strategy provides the 
availability of a high surface area agglomerate sorbent to scavenge 
the mercury vapors and promote their heterogenous oxidation, as 
illustrated in the bottom part of Figure 2.  Clearly the high surface 
area agglomerate has to be engineered in a manner that there is an 
affinity for the gas phase mercury species. The goal is to associate 
the mercury species with the sorbent and its transfer to the particle 
phase so that it is readily captured in conventional control devices.  
Another objective is that the mercury be firmly bound to the 
sorbent surface so that it is not readily entrained once disposed to 
the environment. 
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Figure 2.  Pathways of Hg in a coal combustor.  Section 
below indicates potential pathway in presence of a sorbent 
 
 Experimental. The experimental set up to study Hg capture 
using sorbents in a coal combustor is depicted in Figure 3. A 
detailed description of the flow reactor system, in situ generated 
TiO2, and the experimental procedure is similar to the one 
developed by Wu et. al14. In this work, the sorbent was injected 
into a  laboratory scale coal combustion system.  Titanium (IV) 
isopropoxide (Ti[OCH(CH3)2]4; 97% Aldrich) was used as 
precursor for TiO2. Coal feed rate was maintained at 0.9 g/hr. The 
sorbent precursor was pre-heated to 80 oC; and the carrier gas (N2) 
flow rate was 0.2 lpm. Furnace temperature was maintained at 
1100 oC with excess air (1.75 lpm air feed rate) to ensure complete 
combustion. Dilution air was added at the exit stream to obtain 0.5 

µm cutoff size using cascade impactor.  A UV lamp and 
electrostatic precipitator were used as photochemical reactors. The 
real time differential mobility analyzer (DMA) and condensation 
particle counter (CPC) were used to obtain particle size 
distributions.     
   

 
 
Figure 3.  Schematic diagram of the experimental system for coal 
combustion studies 
 
Sorbent injection strategies 
 The  evolution of sorbent morphology, size and number 
concentration undergoing collisional growth and sintering were 
modeled. The influence of fractal structure on the collision kernel 
can be accounted for from the free molecular regime to the 
continuum regime. The model equations based on the work by 
Kruis et al.18   and Jeong and Choi19 were modified to predict the 
evolution of the sorbent size distribution and the morphology of the 
agglomerates.  Using a model that accounts for the morphology of 
the aggregates in a dynamical manner allows for more accurate 
prediction of the surface area and the collisional rates of growth, in 
contrast to more traditional models that assume spherical particles.  
The variation of flue gas temperatures, similar to those found at 
full-scale facility, were taken into account since temperature is an 
essential parameter in both determining the collision rate as well as 
characteristic sintering time. Four sorbent injection locations were 
selected to simulate: at the combustor, after combustor, after heat 
exchanger and before the electrostatic precipitator (ESP).  The 
temperatures at these locations are 1500, 1000, 275 and 150 oC, 
respectively.   
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Figure 4.  Size distributions of particles at the exit of the furnace at 
1100 oC. 
 
Results and discussion.  
 Fly Ash Size Distributions.  Size distributions were measured 
for a variety of different conditions.  For coal combustion alone, 
the size distributions of the submicrometer ash at 1100 oC are 
shown for different residence times in the furnace (Figure 4).   
Larger geometric mean diameters were observed for longer 
residence times, primarily due to collisional growth. Predictions of 
a lognormal model20 were used to confirm the different trends.  The 
size distribution of the fly ash with the sorbent precursor or solid 
phase sorbents injections were also determined and will be 
discussed. 
 Mercury Capture.  Experiments were conducted over a 
range of conditions such as with UV light source, with ESP and 
without any light source to determine the dependence of mercury 
capture.  Results of experiments wherein pre-synthesized sorbent 
was injected was compared to that in which the sorbent was formed 
from the precursor species in the combustor. In addition, the effects 
of injection locations on mercury removal efficiency will be 
presented.  Results indicate that a co-feed of the sorbent precursor 
with the coal results in a high capture of the mercury species.  
Injecting the sorbent precursor also allowed best control of its 
characteristics (size and morphology), and this was studied by 
using some of the model predictions described in the next section. 
 

 
Figure 5.  Predicted surface area of a TiO2 aggregate, total surface 
area of TiO2 in the system and a TiO2 aggregate size with 1 mole 
of TiO2 injected.   
 
 Sorbent Particle Characteristics. The simulation results of 
TiO2 injection are shown in Figure 5.  Sorbents injected after heat 
exchanger and before ESP provided highest total agglomerate 
surface area, while the surface area obtained from the injection at 
the combustor and after combustor were three-fold less. The 
sorbent agglomerate size was found largest (~10 µm) where the 
sorbents were injected into the flue gas after heat exchanger and 
smallest (~0.5 µm) when sorbents were injected into the 
combustor. This demonstrates that sintering process prevail under 
high temperature, while coagulation process dominate at lower 
temperatures. The simulated agglomerate sizes of the sorbents lie 
within the range that would result in its effective capture using a 
conventional particle control device. Sorbents should be injected 
into the system at the lower temperature zone, to minimize amount 
of sorbent used and to maximize the removal of heavy metals..  
  
Conclusions 
 A brief review of nanostructured sorbent processes for heavy 
metals capture in combustion environments was discussed. The 
importance of the need to identify the pathways of the metal 
species and their transformations was elucidated. Results from 
laboratory scale systems for the study of mercury capture in coal 
combustion environments was discussed. Results of an aerosol 
dynamics model that accounted for both collisional growth and 
sintering of the sorbent particles were used to determine injection 
strategies that would promote high effectiveness in capture of the 
metal species, and their capture in existing particle control devices.  
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Introduction 

Coal-fired power plants currently emit about 41 tons of mercury 
per year, about 40% of the total U.S. man-made mercury emissions.  
The U.S. Environmental Protection Agency (EPA) determined the 
need to reduce mercury emissions from power plants by 
implementing maximum achievable control technology.  Although, 
substantial reductions will likely be required over the next decade, 
there are still uncertainties, particularly related to the cost and 
effectiveness of existing mercury control technologies. An ideal 
mercury abatement system would be easy to retrofit into the existing 
coal-fired electric utilities.  An attractive approach is dry sorbent 
injection where the sorbent injected into the flue gas reacts with gas 
phase mercury and the mercury-laden sorbent is removed with the fly 
ash either by a fabric filter or by an electrostatic precipitator (ESP).  
The requirements for such a sorbent are straightforward: 1) it should 
be low cost, 2) it should remove mercury with high capacity, and 3) it 
should not present any environmental problems in its own right.  
Another less obvious but very important consideration is that the 
sorbent collected with the fly ash, must not degrade and limit the 
normal potential uses of fly ash.   

Several physical adsorbents, particularly activated carbons, can 
remove mercury from flue gases produced by coal combustion1,2.  
However, activated carbons are non-selective adsorbents; most of the 
flue gas components adsorb on carbon, competing with mercury, 
thus, the efficacy of carbon-based sorbents is severely compromised.  
To improve the adsorption capacity, it is common to chemically 
modify the activated carbons with various chemical promoters 
including sulfur, iodine, chlorine and nitric acid, although the carbon 
treatment processes significantly increase the cost of the sorbent 
(chemically modified activated carbons costs about 4 times of the 
unmodified carbon)3.  As a result, both for promoted and unpromoted 
carbons, the projected annual cost of abatement is high in the order of 
$38,000 per pound of mercury removed (based on the combined 
operating and annualized capital costs) or over $4 million per year for 
a 250 MW power plant4. In fact, all these estimates understate the 
difficulties and costs associated with using carbon-based sorbents.  
Much of the fly ash collected in the particulate control module is sold 
as an extender to Portland cement: fly ash can replace as much as 
80% of the cement in some grades.  However, fly ash that contains 
carbon is not suitable for use in cement.  The problem is much more 
serious than lost sales.  If the fly ash is not salable for concrete, it has 
no use at all, and immediately becomes an expensive waste problem.   

 TDA Research, Inc. is developing a new sorbent/catalyst 
combination to carry out oxidation of mercury and subsequent 
capture and removal of all mercury species.  The sorbent is made of 
non-carbon based materials and has a high mercury absorption 
capacity, thus will not alter the properties of the fly ash.   The sorbent 
can be produced as an injectable powder for easy integration into the 
existing power plant infrastructure. This paper summarizes the initial 
testing results of the new sorbent material.  

 
Experimental 

Sorbent Synthesis. Synthesis method of the sorbent was 
described in detail in prior literature5.  As part of this work, several 

formulations were screened according to their physical properties, 
including porosity, surface area, crush strength of the pellet and 
active material content.  In the selection of proper active material and 
support, the material costs were taken into consideration. The choice 
of substrate materials included conventional supports, which are low-
cost and have high surface area (150 to 580 m2/g measured by the 
manufacturers). The best formulations with the desired physical 
properties were tested for their sulfur removal performance under 
simulated conditions. 

Test Setup. For these experiments, a fixed-bed reactor was used 
to measure sorbent performance for removing mercury from flue 
gases.  The sorbent reactor consists of a 2.5 cm-OD quartz-lined 
stainless steel reactor tube that contains a frit at its mid-point to 
support monoliths or pellets.  A Mellen tube furnace surrounding the 
reactor was used to control the temperature.  The desired gases were 
introduced into the system through electronic mass flow controllers. 
After mixing in a manifold, the gas stream is preheated above the 
dew point of water to prevent condensation.  The mixture then passes 
through a saturator where water was mixed into the feed stream by a 
peristaltic pump.  The preheated feed mixture was combined with a 
mercury laden-gas stream.  Mercury was introduced using 
permeation tubes (VICI Metronics, Inc, CA), blending trace amounts 
of mercury into the synthetic flue gas.  The preheated feed gas stream 
was then directed to the reactor.  A valve system also allowed the 
feed gases bypass the reactor and flow directly to the analytical 
system for accurate measurement of the feed gas composition.  The 
gas exiting the packed bed was conditioned before releasing into the 
environment.   

Analytical System. To analyze for mercury, a Genesys 
Laboratory Systems Process Sentinel mercury vapor detector was 
used with a detection limit of nominally 1.0 µg /m3 and a range of 1-
999 µg/m3 of mercury. After the tests, selected sorbent samples were 
sent to analysis in a local laboratory for chemical analysis using 
Inductively Coupled Plasma Atomic Absorption to confirm to 
mercury uptake of the sorbents.   
 
Results and Discussion 

In the proposed dry sorbent injection system, the sorbent/catalyst 
combination will be injected into the flue gas stream after the air 
preheater.  At the injection location the flue gas temperature may 
range from 120 to 180oC, depending on the efficiency of the 
economizer and air pre-heater (a recuperative heat exchanger that 
heats the air to the boiler). Higher temperatures promote faster 
kinetics for mercury oxidation reaction.  The removal process of 
mercury, however, favors lower temperatures, where lower 
equilibrium Hg concentration can be achieved (i.e., high removal 
efficiency).  The preliminary bench-scale experiments were carried 
out to measure mercury absorption capacity of the sorbent at 
temperatures, very closely simulating the temperatures of the cold-
side and warm-side of typical particulate control unit.  In a typical 
test, we used a 2% O2, 6% CO2, 8% H2O and 84% N2 on volume 
basis to simulate the flue gas. 

The sorbent achieved mercury absorption capacities ranging from 
7.5 to 11.0 mg/g depending on temperature and space velocity. 
Figure 1 shows the mercury breakthrough profile over the sorbent at 
140oC under the flow of a sulfur-free simulated flue gas.  The gas 
hourly space velocity and mercury inlet concentration through the 
test were maintained at 60,000 h-1 and 0.12 mg/m3, respectively.  The 
mercury absorption capacity of the sorbent was calculated as 10.85 
mg/g at a pre-breakthrough level.  Test result also suggests that the 
sorbent is capable of achieving over 95% mercury removal 
efficiency.  The capacity of the sorbent is among the highest reported 
in the literature6.   
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Figure 1. Mercury breakthrough profile over TDA sorbent with 
simulated flue gas containing 2% O2, 6% CO2, 8% H2O and 84% N2 
on volume basis. Hg Inlet Conc.= 0.12 µg/m3, T= 140oC, 
GHSV=60,000 h-1. 

 
 Although effective flue gas desulfurization technologies are 
available that can reduce the sulfur emissions to very low levels, 
some amount of sulfur is likely to be present in the flue gas.  Bench-
scale experiments with sulfur containing simulated flue gas were 
carried out to demonstrate the mercury removal potential of the 
sorbent in the presence of sulfur.  For these experiments, flue gas 
streams containing 3 and 300 ppmv  sulfur dioxide (SO2) was passed 
through the sorbent bed maintained at 140oC.  These sulfur 
concentrations represents a flue gas stream with upstream Flue Gas 
Desulfurization and a flue gas generated with low sulfur coal 
combustion with no upstream desulfurization.   
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Figure 2.  Mercury breakthrough profile over TDA sorbent with 
simulated flue gas containing 2% O2, 6% CO2, 8% H2O and 84% N2 
on volume basis. Hg Inlet Conc.= 0.18 µg/m3, T= 140oC, 
GHSV=650,000 h-1. 
 
 The sulfur tests were carried out at 650,000 h-1 gas hourly space 
velocity, simulating the very short gas-solid contact times in dry 
sorbent injection systems.  Table 1 shows the mercury absorption 
capacity of the sorbent at different SO2 inlet concentrations.  The 

mercury capacity of the sorbent is reduced as the sulfur level of the 
flue gas increased.  
 
Table 1.  Effect of SO2 concentration on the mercury absorption 

capacity of the sorbent. 

SO2 Concentration Hg Absorption Capacity
(ppmv) (microgram/g)

3 966
300 648

 
The preliminary bench-scale tests suggest that TDA’s sorbent 

shows promise to effectively control mercury emissions even in high 
sulfur flue gas streams.  
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Introduction 

Previous studies suggested that sulfur impregnated activated 
carbons offer much larger capacity for permanent sequestration of 
mercury from coal fired power plants as compared to virgin sorbents 
[1].  In addition, sulfur impregnation is feasible through oxidation of 
H2S from waste streams [2].  

Coskun and Tollefson [3] showed that sulfur loading increased 
with the increase in reaction temperature from 24 °C to 152 °C. 
Stejins et al. [4] reported that the only products formed below 200 °C 
are water and elemental sulfur. However, for temperatures above 300 
°C, formation of SO2 becomes significant. The carbon activity was 
maximized between 150 °C and 200 °C [5]. Bandosz suggested that 
products of H2S oxidation were mainly elemental sulfur and sulfuric 
acid [6]. It was believed that a more acidic environment promotes the 
formation of sulfur oxides and sulfuric acid while a basic 
environment favors the formation of elemental sulfur (sulfur 
radicals). Mikhalovsky [7] suggested that carbon surface functional 
groups and transition metals affected the catalytic activity and 
selectivity to different products. It was believed that surface 
functional groups contribute significantly to the formation of SOx 
during H2S oxidation. 

The objective of this study is to investigate the fundamentals of 
the sulfur impregnation process (pathways and products) through H2S 
oxidation and associated impact on mercury uptake by these sulfur-
impregnated sorbents.  
 
Experimental 

Sulfur impregnation onto Activated Carbon Fibers (ACFs) by 
H2S oxidation was conducted using a fixed bed reactor system. The 
gases were supplied from pressurized tanks. H2S and O2 (O2: H2S = 
4:1) were diluted by N2 to a desired concentration by controlling the 
flow rate of each gas. The total gas flow rate to a quartz reactor 
(38cm long with 1cm OD) was maintained at 150 ml/min. The 
reactor was positioned vertically in the middle of a tubular furnace. 
The effluent gases were analyzed continuously by a Quadrupole 
Mass Spectrometer (QMS) 300. Two sets of experiments were 
conducted with ACF10 and ACF25. ACF10 was allowed to adsorb 
H2S at 80oC and 150oC until the effluent H2S concentration reached 
the influent level. These samples were labeled as ACF10-80C and 
ACF10-150C. ACF25 was impregnated with sulfur at 150ºC for 2, 6 
and 24 hours. These samples were labeled as ACF25-150C-2hrs, 
ACF25-150C-6hrs, ACF25-150C-24hrs. The average amounts of 
sulfur deposited on the sorbent were determined from the 
breakthrough curve. 

Samples before and after sulfur impregnation were characterized 
with respect to: surface area and pore size distribution based on 
nitrogen adsorption at 77K (Autosorb 1-MP, Quantachrome,  
Boynton Beach, FL); surface composition based on SEM-EDAX 
(Philips XL30 SEM equipped with an EDAX detector) and XPS 
analysis (Physical Electronics Model 550 equipped with a 
cylindrical, double-pass energy analyzer).  

 
Results and Discussion 

Table 1 summarizes average sulfur contents of the sorbents 
produced based on the QMS analysis of the H2S breakthrough curve. 
Low temperature (e.g., 80 ºC) does not facilitate significant sulfur 
deposition through H2S oxidation, even after a complete H2S 
breakthrough was attained. Both ACF-10 and ACF-25 achieved 
much higher sulfur content at 150 ºC. This may indicate that H2S 
oxidation can only take place inside smaller pores. This hypothesis is 
supported by pore size distribution measurements shown in Figure 1, 
which depicts changes in the pore size distribution of ACF10 after 
sulfur impregnation at 80 °C and 150 °C. It is clear that sulfur 
deposition at 80 °C was accomplished by pore filling rather than by 
monolayer deposition as the loss of the small pores was obvious, 
while very few medium micropores were occupied by sulfur 
molecules. No obvious difference in sulfur contents was found for 
ACF-10 and ACF-25 after complete breakthrough at 150 °C. This 
may be related to the similar small micropore volume of the two 
sorbents. 
 

Table 1. Summary of Sulfur Impregnation Results 
Sample Name Average 

S% (QMS) 
Surface S% 

(EDAX) 
Pore 

Volume 
Surface 

Area 
  (wt%) (wt%) (cm3/g) (m2/g) 

ACF10-Raw 0.2 0.2 0.371 920 
ACF10-80C 6.7 1.14 0.299 710 
ACF10-150C 26.3 34.5 0.0048 8.3 
ACF25-Raw 0.2 0.2 0.741 1950 
ACF25-150C-
2hrs 

4.1 1.02 0.714 1880 

ACF25-150C-
6hrs 

10.2 7.36 0.634 1610 

ACF25-150C-
24hrs 

30.5 34.41 0.015 100 
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Figure 1. Pore size distribution of ACF-10 before and after sulfur 
impregnation at different temperatures 

 
Figure 2 shows changes in the pore size distribution of ACF25 

as a result of sulfur impregnation at 150 °C for 2, 6 and 24 hours. It is 
clear that the initial loss in the pore volume after only 2 hours of 
impregnation occurred in small and medium micropores, while large 
pores were not affected by sulfur deposition. As the impregnation 
time was extended to 6 hours, further reduction in small and medium 
pores was observed.  Reduction in the large pore volume was 
observed only after the amount of sulfur deposited on the ACF 
surface exceeded 20 wt% after 24 hours of impregnation.  Similar 
conclusion can be made for the data shown in Figure 1 and Table 1, 
where the sulfur content exceeded 20 wt% before filling of large 
micropores was accomplished. 
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Figure 2. Pore size distribution of ACF-25 before and after S 
impregnation at different reaction times 

 
SEM-EDAX analysis was conducted for ACFs before and after 

sulfur impregnation. EDAX provided the elemental compositions of 
the outer layer of the ACF samples, which were listed in the third 
column of Table 1. The average sulfur content impregnated at outer 
surface of the ACF at 80 ºC is much lower than that in the bulk. This 
means that the sulfur tends to deposit more inside than outside of the 
sorbent particle at lower temperatures. The increase in temperature 
resulted in sulfur deposition at the outer surface, as can be seen from 
Table 1. ACF-25 after shorter impregnation times (2 hours and 6 
hours) also exhibited lower surface coverage as compared with the 
average sulfur content.  For longer impregnation times (24 hours), 
surface sulfur content was higher than the average. This behavior 
suggests that sulfur impregnation occurs from the inside to the 
outside of the adsorbent particle. 

Figure 3 shows the derivative weight loss of ACF-10 after sulfur 
impregnation at different temperatures. Sulfur was released in two 
temperature ranges (200-300 oC and 350-550 oC), which indicates the 
presence of two types of binding sites on the carbon surface.  It is 
also clear that impregnation at higher temperature (150 ºC) leads to 
the formation of more thermally stable forms of sulfur species as 
evidenced by the shift of the second peak to higher temperature. 
         

 
Figure 3. TGA analysis (Derivative Weight Loss) of ACF-10 before 
and after sulfur impregnation 
        

The sulfur forms on ACF-25 before and after sulfur 
impregnation were also investigated by XPS. Figure 4 shows a peak 
around 164 eV (elemental sulfur) for the sulfur spectrum, which 
indicates that sulfur on ACF surface is mainly present in the 
elemental form. 

As can be seen from Table 1, longer oxidation times lead to 
greater sulfur content on the ACF surface.  However, higher sulfur 
content does not necessarily translate into better mercury removal 
because of the loss of surface area and pore volume associated with 
deposited sulfur (Figure 2).  Under the experimental conditions 
evaluated in this study, sulfur impregnated ACFs with sulfur content 
of around 5 wt.% and reasonable pore structure demonstrated highest 
mercury uptake capacity (Figure 5). 

 

 
Figure 4.  XPS Spectrum of ACF25 before and after sulfur 
impregnation 

 
 

 
 
 
 
 
 
 
 
 
 

Figure 5. Mercury uptake capacity as a function of sulfur content 
 
Conclusions 

Sulfur impregnated on the surface of ACF through H2S 
oxidation was mainly in the form of elemental sulfur. The increase in 
impregnation time at 150 ºC leads filling of the pores by the 
deposited sulfur until there is complete loss of the original pore 
volume. Impregnation at lower temperature (80 ºC) and/or shorter 
impregnation time leads to partial pore filling as the dominant 
mechanism for sulfur deposition. The pathway for the impregnation 
process can be explained by a combination of pore filling and 
monolayer adsorption. Higher temperature resulted in more stable 
sulfur bonding with the carbon surface.  Increase in the sulfur content 
does not lead to enhanced mercury uptake. 
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Introduction 
      Mercury speciation (elemental, oxidized, or particulate) in coal-
derived combustion flue gases impacts the ability and the approach to 
control mercury emissions.  Mercury speciation is largely dependent 
upon coal composition but is also influenced by plant configuration 
and operating parameters.  Controlling mercury in coal-fired power 
plants is very complex and there is not a “one-size-fits-all” mercury 
control technology that can be applied to all coals and all power plant 
configurations.   For example, mercury in the oxidized form is more 
reactive and easier to capture in existing equipment than mercury in 
the elemental form.  Elemental mercury will require additional 
technologies for mercury oxidation or enhanced sorbents for control.  
Mercury control technology research and development efforts are 
focused on mercury measurement, speciation, reactions with 
particulate and flue gas, development of high temperature oxidation 
chemicals, sorbent (powder activated carbon [PAC] and non-carbon 
materials) enhancements, and advanced control technologies with 
tests conducted at the pilot plant scale and  in existing air pollution 
control equipment. 
 Measurement of elemental, oxidized, and particulate forms of 
mercury is a critical part of developing and assessing control 
technologies.  The Ontario Hydro (ASTM D6784-02) is the standard 
method for mercury speciation in flue gas but does not provide “real 
time” data.   
 As noted previously, mercury speciation in flue gases is 
dependent upon coal composition.  The most significant influence on 
mercury speciation is the chlorine content.  Appalachian and interior 
bituminous (Illinois) coals have high chlorine above 200 ppm and 
will produce flue gas that contains high proportions of oxidized 
mercury.  Lignite and subbituminous coals have very low chlorine 
contents (less than 30 ppm) and produce flue gases that have high 
proportions of the more difficult to capture elemental mercury.   
 Mercury control technologies for Electric Generating Units 
(EGU) emission control configurations being investigated include:  
plants equipped with electrostatic precipitators (ESP) and/or 
baghouses (fabric filters [FF]), plants with wet and dry scrubbers, 
and plants equipped with selective catalytic reduction for NOx 
control and scrubbers.   
 Mercury control technologies for ESPs involve the injection of 
sorbents upstream of the ESP.  Short term testing of PAC has been 
conducted in pilot- and full-scale ESP systems.  PAC injection 
showed capture efficiencies for eastern bituminous (Brayton Point 
with 2 ESPs) of up to 90% control with a high level of carbon 
injection of 20 lb/Mmacf. PAC injection upstream of an ESP at sub-
bituminous fired Pleasant Prairie plant showed 60% control with 10 
to 20 lb/Mmacf.  The mercury present in the Brayton Point flue gas 
was dominated by particulate and oxidized mercury forms but still 
required high levels of carbon injection to attain the levels of 
mercury control.  The elemental form of mercury is dominant in the 
Pleasant Prairie flue gas and is not very reactive.  The challenge is to 
develop a technology to capture elemental mercury, effectively and 
economically.  Recent efforts have focused on reducing the quantity 

of PAC by using sorbent enhancement additives (SEA).  The use of 
SEA can reduce PAC requirements to less than 5 lb/Mmacf.  Pilot- 
scale testing has recently been conducted using SEA and PAC 
injection for mercury control for utilities firing subbituminous coals.  
The results of testing conducted in the pilot plant with the ESP only 
configuration will be presented. 

 
Experimental  

The pilot-scale particulate test combustor (PTC) was used in this 
effort to combust the coal.  The PTC is a 550,000-Btu/hr pulverized 
coal (pc)-fired unit designed to generate fly ash representative of that 
produced in a full-scale utility boiler. A schematic diagram of the 
PTC is shown in Figure 1.  The combustor is oriented vertically to 
minimize wall deposits. A refractory lining helps to ensure adequate 
flame temperature for complete combustion and prevents rapid 
quenching of the coalescing or condensing fly ash. The PTC is fired 
axially upward from the bottom of the combustor, and secondary air 
is introduced concentrically to the primary air with turbulent mixing. 
Coal is introduced to the primary air stream via a screw feeder and 
eductor.   The PTC can be equipped with various air pollution control 
devices (APCD).  The PTC can be configured with any of the 
following APCD: electrostatic precipitator, baghouse, Advanced 
HybridTM, and spray dryer absorber (SDA) followed by an ESP or 
baghouse.  

The PTC instrumentation permits system temperatures, 
pressures, flow rates, flue gas constituent concentrations, and APCD 
operating data to be monitored continuously and recorded on a data 
logger. 

Flue gas samples can be taken at any combination of two of 
three available system sample points: the furnace exit, the particulate 
control device inlet, and the particulate control device outlet. After 
passing through sample conditioners to remove the moisture, the flue  
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Figure 1.  Diagram of PTC  
 
gas is typically analyzed for O2, CO, CO2, SO2, and NOx. Except for 
CO and CO2, each constituent is normally analyzed at both the 
furnace exit and the outlet of the particulate control device 
simultaneously, using two analyzers.  
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For this testing an ESP, consisting of a single-wire, was used. 

The ESP is designed to provide a specific collection area of 125 
ft2/1000 acfm at 300°F. Since the flue gas flow rate for the PTC is 
130 scfm, the gas velocity through the ESP is 5 ft/min. The plate 
spacing for the unit is 11 in. The ESP has an electrically isolated 
plate that is grounded through an ammeter, allowing continual 
monitoring of the actual plate current to ensure consistent operation 
of the ESP from test to test. The tubular plate is suspended by a load 
cell which helps to monitor rapping efficiency. In addition, sight 
ports are located at the top of the ESP to allow for on-line inspection 
of electrode alignment, sparking, rapping, and dust buildup on the 
plate. The ESP was designed to facilitate thorough cleaning between 
tests so that all tests can begin on the same basis. 

Continuous emission monitors (CEMs) were used to measure 
NOx, NO, SO2, O2, CO, and CO2 simultaneously at the pollution 
control device inlets and outlets. NOx was determined using two 
Thermoelectron chemiluminescent NOx analyzers. The O2 and CO2 
analyzers were made by Beckman, and the SO2 analyzers were 
manufactured by DuPont. Each of these analyzers was regularly 
calibrated and maintained to provide accurate flue gas concentration 
measurements. 

Two Tekran continuous mercury monitors (CMM) were used to 
measure Hg0 and total gaseous mercury (Hg[g]) concentrations 
simultaneously at the PCD inlet and outlet locations to determine the 
Hg(g) removal efficiency of various control strategies designed to 
improve the mercury capture of the  pollutant control system. 
Tekran’s sampling system is constructed of Teflon® and quartz glass. 
The analyzer employs a system of parallel gold amalgamation 
cartridges that automatically alternate between adsorb and desorb 
cycles. Cold vapor atomic fluorescence spectroscopy is used for 
detecting and quantifying Hg0 concentrations ranging from 0.002 to 
2.0 µg/Nm3. An internal permeation source provided automatic 
recalibration. The fly ash sampling components of an EPA Method 
29 sampling train, a glass nozzle and probe and quartz-fiber filter 
maintained at the flue gas temperature, were used to obtain particle-
free gas samples for CMM analysis. Although CMMs can only 
directly measure Hg0 concentrations, the EERC has developed a 
proprietary flue gas conditioning and conversion system that removes 
acid gases and transforms Hg2+ into Hg0 so that Hg(g) can be 
quantified and gaseous Hg2+ concentrations can be estimated by 
difference (i.e., Hg2+ = Hg[g] − Hg0). The validity of CMM 
measurements were evaluated using ASTM Method D6784-02 
(Ontario Hydro method). 
 
Results and Discussion 

Baseline pilot-scale combustion tests were conducted to 
establish Hg species concentrations in the resulting flue gases; to 
determine whether Hg speciation varies across the ESP; and to 
evaluate the validity of CMM measurement results by comparing to 
those obtained simultaneously using ASTM Method D6784-02. For 
example, compared in Figure 2 are CMM and ASTM Method 
D6784-02 analysis results that were obtained simultaneously during 
the combustion of the subbituminous coal at the ESP inlet and outlet. 
Both methods indicate that Hg0 predominates in the subbituminous 
coal combustion flue gas and that Hg(g) concentrations at the ESP 
outlet are similar to those measured at the ESP inlet indicating that 
the ESP does not effectively capture Hg(g) or transform Hg0 into 
other species.  
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Figure 2.  Mercury speciation measurements using CMM and 
Ontario Hydro methods at ESP inlet and outlet.  

 
The results of mercury removal using injection of DARCO® 

FGD activated carbon injection upstream of an ESP are shown in 
Figure 3.  Figure 3 compares the mercury removal efficiency 
obtained in the EERC PTC equipped with an ESP to results obtained 
at a full-scale pulverized coal fired power plant equipped with an 
ESP only.  These results show that significant quantities of carbon 
are required to remove mercury from the flue gas.  Large amounts of 
DARCO® FGD were required to effectively remove Hg(g) with an 
ESP from the flue gas because of mass transfer limits and lack of 
reactivity between Hg(g) and the entrained DARCO® FGD particles. 
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Figure 3.  Comparison of full scale and pilot-scale testing results. 
 
 
 SEA1 or  calcium chloride (CaCl2) was evaluated as an Hg0 
oxidation and sorbent enhancement additive. During combustion 
SEA1 will thermally decompose and most of the Cl released will 
react with water vapor to produce HCl. It is also anticipated that 
some of the volatilized Cl will recombine with Na and Ca to form 
NaCl and CaCl2. A very small proportion of the Cl is anticipated to 
remain in its atomic form, react to form HOCl, or through catalysis 
reactions with metals to form Cl2. Theoretically, Cl, HOCl, and Cl2 
are chemically reactive with Hg0 (1-3). In addition, Cl attached to a 
catalytic site on fly ash or C (unburned C or injected activated C) 
surfaces can oxidize Hg0 and enhance Hg capture (4).  
 Sorbent and coal additive combinations of DARCO® FGD with 
SEA1 (CaCl2) were also very effective in promoting ESP Hg(g) 
capture. The SEA1 additive promoted the formation of Hg(p), thus 
improving ESP Hg(g) capture as shown in Figure 4.  
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Introduction 

Laboratory and full scale testing has shown that a significant 
amount of mercury (Hg) is potentially captured in existing pollution 
control devices, but the percent reduction varies greatly from unit to 
unit due to a large number of variables in the transport and control in 
coal-fired boiler systems.  When considering a single unit with a 
defined range of process conditions and fuel quality, the Hg 
chemistry can be experimentally determined and control issues can 
be adequately addressed.  However, these results cannot easily be 
transferred to other units with dissimilar conditions, resulting in high 
research costs and long development times.   Conditions and gas 
compositions in a combustion zone and back-pass of a boiler system 
may influence the form of gaseous elemental (Hg0) versus oxidized 
(Hg2+) mercury, that enters the pollution control equipment.  
However, a quantitative understanding of this chemistry is not 
available.   

To further support a quantitative understanding, work is sought 
in the areas of 1) developing an understanding of the Hg chemistry in 
the combustion zone and back-pass of coal-fired boiler systems prior 
to the gases entering any pollution control equipment, and 2) 
chemistry and transport with solids/sorbents as Hg passes through 
pollution control equipment with specific interest in the capture of 
Hg in Wet Flue Gas Desulfurization (WFGD). 

With eventual EPA regulation of Hg emissions from utilities, 
the pressure will fall on power plant operators  to understand the 
change in Hg chemistry as it gets transported during and post- 
combustion processes.  DOE along with EPA and EPRI as well as 
other organizations have a significant concerted effort underway with 
industry to identify economical approaches to control and reduce the 
amount of Hg emitted from coal-fired power plants.  However, 
fundamentally-based research that increases knowledge regarding Hg 
chemistry and transport, or addresses technology barriers associated 
with Hg control, will still be needed. In this research, APCDs consist 
of three major types of devices – Selective Catalyst Reduction (SCR) 
for NOx emissions, Electro Static-Precipitator (ESP) for particulate 
and WFGD for SOx control.   

 
Experiments 

Experiments were performed in several power plants and 
standard Ontario hydro speciation method (OHM) was used to 
measure mercury concentration at SCR, ESP and FGD facilities.  

 
Results and Discussion 

The Impact of SCR on Mercury Chemistry. There are 
indications that SCR and that Selective Non-catalytic Reduction 
(SNCR) may oxidize some of the Hg0 in the flue gas.1, 2 A limited 
amount of data is available in the ICR Hg emission database 
regarding the potential effects of these post-combustion NOx 
controls on Hg capture.  Tests on the single pulverized-coal boiler 
unit, using a Cold Side-Electrostatic Precipitator (CS-ESP) with 
SNCR, shows an average Hg capture that is significantly higher than 
the six units tested with a CS-ESP with no post-combustion NOx 
controls (91 percent with versus 46 percent without SNCR).  A 

comparison of tests for pulverized-coal boiler units, using a Spray 
Dryer Absorber (SDA) with a Fabric Filter (FF), shows no 
discernable difference in Hg capture with or without the use of an 
SCR for post-combustion NOx control.  

Tests on a pilot-scale, pulverized-coal combustor, equipped with 
a SCR and a CS-ESP, showed increased Hg capture when bituminous 
coals were burned but not when a subbituminous coal was burned.  
Hg emission reductions were observed when the SCR system was 
operated normally, with the injection of ammonia upstream of the 
SCR catalyst.  A study of the effect of SCR technology on Hg 
illustrated (a) the Hg removal efficiency ranged from 84% - 92% 
when bituminous coal was burned in the units with SCR and WFGD 
systems; whereas removals without the SCR ranged from 43% to 
51%, and (b) SCR operating at low space velocity resulted in a 
higher extent of Hg oxidation.3  

For the past century, the oxidation of HCl to Cl2 has been known 
as a catalyzed reaction.  A recent paper reported the Deacon reaction 
is also catalyzed at about 400ºC by iron compounds, which are 
abundant in eastern and mid-continent coal ashes.4

Our recent field studies suggest that the operation of SCRs 
could affect the occurrence and distribution of Hg species in the coal 
combustion flue gases.  The tests were conducted on seven units 
include wall-fired and tangential-fired PC boilers, as well as a 
cyclone coal boiler.  Various sulfur (S) and Cl content of the test 
coal, mostly East bituminous coal, with 0.75 to 3.18% S, and from 
246 to 1922 ppm Cl. 

Two additional conditions, were also tested on two of the boilers 
under an operating SCR system with NH3 off and SCR bypassed, 
measurement between catalyst layers were also carried out on two 
test units. 

The data indicates the effects of SCR on Hg speciation depend 
largely upon fuel properties, catalyst type, and flue gas condition at 
the catalyst zone.  Significant discrepancies can also be observed on 
individual units, burning the same coal under various operating 
conditions.  For example, the unit that fires high sulfur Indiana coal 
converts Hg0 to Hg2+ by the SCR (with a 2-layer catalyst) under 
several testing cases.  The possible mechanisms for SCR effect we 
proposed include: (1) Catalytic enhancement of the Hg oxidation by 
chlorine in the flue gas; (2) Enhancement of the gas phase reactions 
between Hg and chlorine by changing the flue gas chemistry (e.g. 
increasing SO3, decreasing NOx); (3) increasing flue gas residence 
time for these oxidation reactions, and enhancement of the mixture 
between solid and gas phases 

Thus, further understanding of the roles of Cl and its compounds 
in the SCR system is needed and a lot of questions are needed to 
answer, such as, does Cl inhibit or promote the catalytic effect in the 
system?  what is the maximum level of HCl that can be handled in 
the SCR system?  what is the effect of fly ash, other gas species like 
SO3, NOx and others on the conversion of mercury species? 

The Impact of ESP on Mercury Removal and Vapor Phase 
Re-emission. By filtering suspended particles from the flue gas, an 
ESP is highly effective in removing adsorbed Hg especially in 
systems containing a high LOI, where large numbers of carbon 
particles capture a significant portion of the Hg present.  
Theoretically, an ESP would capture more vapor-phase Hg in 
additional to particular-bound mercury (HgP) which was already 
absorbed by fly ash at the ESP Inlet.  However, most experimental 
cases have shown an opposite trend from to field-testing data that 
was collected from full-scale utility units. Data from 21 units are 
represented with ESP efficiency varying from 90% to 99.99%; the 
activities of fly ash in flue gas varied from low to high, and flue gas 
temperature varied from 125 oC to 170 oC. Thus, there is a need to 
understand which parameter (or combination of parameters) of an 
ESP plays the key role on Hg removal through an ESP.  Key 
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questions include what degree does flue gas and ash composition 
contribute to the vapor-phase mercury remission?  Alternatively, 
does the standard OHM sampling method have inherent bias in the 
Hg measurement system?  Also, are there methods to optimize Hg 
removal efficiency through an ESP by varying fly ash activity and/or 
flue gas composition? 

The Impact of FGD on Mercury Capture. FGD was first used 
in the early 1970s.  Approximately 15% of coal-fired utility boilers, 
representing 25% of the power generating capacity, in the United 
State uses wet FGD systems to control SO2 emissions now.  This 
technology utilizes a scrubber where flue gas is contacted with the 
scrubbing liquid in a co- or counter-current flow.  In the last decade, 
it was found that FGD application reduces Hg emission as well.  
Gaseous compounds of Hg2+ are water-soluble and can be absorbed 
in the aqueous slurry to form mercuric sulfide in the sludge.  A DOE-
funded study5 showed that the nominal Hg removal for wet FGD 
systems on units firing bituminous coals is approximately 55 percent, 
with the removal of Hg2+ between 80 and 95 percent.  Studies6 at a 
10-MWe research facility suggested a possible conversion of the 
Hg2+ captured in the scrubbing media and reemissions as Hg0.  An 
interim report7 stated that 23 units with wet FGD systems have been 
tested so far. Twenty-one of the test units burned pulverized coal, 
while the other two test units burned bituminous coal in cyclone-fired 
boilers.  One unit was equipped with a PM scrubber, and the other 
had a CS-ESP.  The results of emission tests on wet FGD systems 
indicated that the best levels of total mercury capture were exhibited 
by units burning bituminous coal and equipped with a FF (98 
percent), CS-ESP (75 percent), or HS-ESP (50 percent).  The higher 
capture levels for bituminous-fired boilers equipped with the CS-
ESP, HS-ESP, or FF control devices are consistent with the high 
levels of Hg0 oxidization associated with these coal-boiler control 
classes. 

Our experiment data suggested that the operating condition of 
FGDs could affect the Hg removal efficiency as well as Hg0 re-
emission.  In most cases, conversion of Hg0 from Hg2+ was observed.  
The tests were conducted on seven units including configurations of 
wall-fired and tangential-fired PC boilers as well as a cyclone coal 
boiler.  Various S and Cl contents of the test coal, mostly Eastern 
bituminous coal, are from 2.5 to 3.5% S, and from 220 to 1000 ppm 
Cl.  Five of these seven units were equipped with an SCR system.  
Significant Hg0 re-emission was observed on two scrubbers, 
including one using liquid chemical as a scrubbing agent. Another 
was operated under a forced oxidization limestone scrubber 
condition, a blend of high sulfur Kentucky coal with PRB was burnt.  
From this figure, it can be observed that with an SCR on-line, there 
was remarkable impact on Hg2+ capture and Hg0 re-emission through 
the scrubber.  A high conversion rate of Hg0 to Hg2+ was measured 
while the SCR was by-passed. 

Also our measured data indicated that the majority of Hg 
emitted from the scrubber is Hg0 when the SCR was off-line, while 
the major portion of Hg speciation at the FGD exhaust was Hg2+ 
when the SCR was in service.  In general, the ratio of Hg0 to HgT 
increased with an increasing Hg0 concentration at the FGD Inlet.  
This may indicate that there was a limitation to capturing Hg2+ by 
slurry due to residence time issues and mass diffusion from the gas 
phase to the solution, This phenomena will need further 
investigation.  

In accordance with the information mentioned above, 
improvements in wet scrubber Hg capturing performance depends 
primarily on the oxidation of Hg0 to Hg2+, as well as the vapor Hg2+ 
removal speed by the slurry.  This may be accomplished by (1) the 
injection of an appropriate oxidizing agents, (2) the installation of 
fixed oxidizing catalysts upstream of the scrubber to promote 
oxidization of Hg0 to Hg2+, (3) using chemical additives to oxidize 

Hg0 to Hg2+ in the scrubber or (4) using chemicals to react with vapor 
Hg2+ in the scrubber to form a solid precipitates, eliminating the 
possibility of re-emitting Hg2+ to Hg0.  For the first two approaches, 
the results of bench-scale research conducted by the EPA showed 
that the both presence of HCl and NOx in flue gas and iron in fly ash 
assists in oxidation.  Meanwhile, the chloride in the WFGD system 
will also promote the conversion of Hg0 to Hg2+.   

Thus, there is a need to understand which FGD parameters play 
a key role on Hg removal through the FGD.  Is it pH value, liquid-to-
gas ratio, or other chemical concentrations such as chloride, Ca2+, 
SO3 etc?  To what degree does flue gas composition contribute to the 
Hg0 remission and Hg removal efficiency?  How can the FGD be 
modified to optimize the Hg removal efficiency by controlling the 
flue gas composition and scrubber chemistry? 

 
Conclusions 

Experimental studies on mercury removal show that multi-
pollutant control devices (SCR, ESP and FGD) have potentials to 
capture mercury. But some critical parameters that affect mercury 
chemistry and removal efficiency are needed to be identified.   
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Introduction 

Mercury is a toxic metal whose emission control was stipulated 
under Title III of the Clean Air Act Amendments of 1990.  On 
December 14, 2000 the US Environmental Protection Agency 
announced its intent to regulate emissions. The EPA plans to propose 
final mercury regulations by December 15, 2004 and require 
compliance three years later in December 2007.1  The Clean Air Act 
Amendments raised new awareness of the potential health effects 
from stationary sources and stipulated that toxic metal emissions 
were to be controlled by the use of maximum achievable control 
technologies (MACT), particularly from combustion systems.2,3  
Coal-burning utilities account for approximately 30% of total 
mercury emissions from anthropogenic sources.  This percentage is 
expected to increase incoming years due to the mandated control of 
mercury emissions from solid and medical waste incinerators.4  Even 
though mercury is a trace metal found in coal varying with coal rank 
in the range of 0.01 to 3.3 ppmw, its emission (over 2000 tonnes of 
mercury worldwide) is substantial due to the large quantity of coal 
burned every year.   

Control technologies for removing mercury from the flue gas 
include scrubbing solutions and sorbent addition to coal or 
downstream of the combustion zone.  Dry sorbents have the potential 
to remove both elemental and oxidized forms of mercury, and 
sorbent addition is one of the most promising technologies for 
reducing mercury emissions.1, 4  The objective of sorbent injection 
methods is to effectively capture the toxic metal species of interest, 
suppress the fraction in the sub-micrometer mode, and preferably 
transform mercury to an environmentally benign form.5   

Biswas and co-workers have developed an in situ-generated 
sorbent agglomerate that has been demonstrated to be very effective 
in the capture of heavy metals. A titanium-based (TiO2) nano-
structured sorbent agglomerate when irradiated with ultraviolet (UV) 
light has been shown to effectively capture mercury in combustor 
exhausts.3   A titanium precursor (titanium tetra-isopropoxide 
Ti[OCH(CH3)2]4) of TiO2 is introduced directly into a combustion 
system.  The titanium precursor decomposes at high temperatures 
and is oxidized to form titania particles (TiO2).  Gaseous mercury 
physically adsorbs to the titania particles; however, this bond is not 
very strong.  The adsorbed mercury is then photocatalytically 
oxidized on the titania particle surface with ultraviolet (UV) 
irradiation and binding to the sorbent is enhanced.  Since the mercury 
is now associated with particulate agglomerates, it can be captured 
with the fly ash using conventional particulate control devices.6  Fly 
ash is the major solid by-product of coal combustion (10-50% w/w).7     

The physical and chemical transformations of mercury during 
the combustion of coal affect the distribution and speciation of 
mercury in ash residues. Speciation as well as concentrations of 
mercury in ashes is important, because speciation determines 
solubility and toxicity.8  The mobility, and thus the bioavailability, of 
heavy metals depends on the characteristics of the particle surface, 
the strength of bond formed with the surface, and the composition of 

leaching solution.9  Sequential extractions can furnish detailed 
information about the origin, mode of occurrence, bioavailability, 
physiochemical availability, and mobility of trace metals in solid 
samples.10, 11   

In this study, the mercury binding mechanisms of two different 
fly ashes, without the addition of a sorbent used to capture gaseous 
mercury, were investigated using a sequential extraction process.  
The sequential extraction process is evaluated and refined by by 
applying it to laboratory-synthesized materials with known mercury 
binding mechanisms.  In the future, the mercury binding mechanisms 
of fly ash from a lab-scale combustor that uses TiO2 sorbent to 
capture mercury will be investigated using a sequential extraction 
process.   

 
Experimental 

Materials.   The materials to be investigated in this study fall 
into two categories: 1) fly ash attained from third parties and 2) lab-
synthesized materials.  Two different types of fly ash were 
investigated.  One came from an Ameren UE full scale power plant.  
The other came from a pilot-scale coal combustor at the Energy and 
Environmental Research Center (EERC) in North Dakota.   

The sequential extraction process was evaluated by applying the 
process to two lab-synthesized materials with known mercury 
binding mechanisms: mercury(II) adsorbed onto goethite and 
mercury co-precipitated with goethite. Co-precipitation involves the 
incorporation of mercury within the goethite crystalline lattice.  
Goethite with adsorbed mercury was prepared according to methods 
of Kim et. al.12 Goethite co-precipitated with mercury was prepared 
using a goethite synthesis method developed by Schwertmann et. 
al.13 in a solution of mercury nitrate.  The co-precipitated goethite 
with mercury will also have mercury adsorbed onto the surface, but 
the Kim et. al. preparation method will not have mercury within the 
goethite crystalline structure. 

Water used in this study was deionized water purified by a 
Millipore Milli-Q Gradient system (resistivity > 18.2 MΩ-cm).  All 
chemicals used were ACS grade or better.  Nitric and hydrochloric 
acid were Trace Metal Grade.  

Sequential Extraction Method.   A six-step sequential 
extraction scheme has been chosen to investigate the binding 
mechanisms of mercury in fly ash.  A summary of the sequential 
extraction process is found in Table 1.  A pure water extractant was 
implemented in the first step for the purpose of removing the most 
labile trace elements (outer-sphere complexes).  A MgCl2 solution 
was initially chosen for the ion-exchangeable extractant.  The ion-
exchangeable extractant is designed to mobilize metals adsorbed to 
the surface via weak electrostatic interactions (also outer-sphere 
complexes).  A solution of 2,3-meso-dimercaptosuccinic acid 
(DMSA) was chosen as the chelating ligand used to extract surface 
bound mercury.  A weak acid extractant of 0.11 M of acetic acid (pH 
= 2.8) was used to target mercury that precipitated or co-precipitated 
with carbonate minerals.   Hydroxylamine hydrochloride in nitric 
acid medium was used as a reducing solution to target mercury 
bound  

Table 1.  Sequential Extraction Scheme used in this Study 
Operationally-defined phase Reagent Operating Conditions
Water Soluble X ml of Milli-Q Water 4 hr at 20 oC
Exchangeable X ml of MgCl2 1 mol/L 4 hr at 20 oC

Surface Bound X ml of DMSA 0.01 mol/L 4 hr at 20 oC
Acid Soluble X ml of HOAc 0.11 mol/L 4 hr at 20 oC
Reducible X ml of NH2OH-HCl 0.1 mol/L 4 hr at 20 oC
Residual 10 ml of 2:1 HCl:HNO3 (v/v) 24 hr at 150 oC

For extractant to solid ratio of 10 ml/g, X = 1 ml

Mass of solid = 0.1 g
For extractant to solid ratio of 500 ml/g, X = 50 ml
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to iron oxides.  The final extraction step consisted of a strong acid at 
high temperatures and pressures to dissolve the residual material. 

Analytical Methods and Techniques.  Inductively coupled 
plasma atomic emission spectroscopy (ICP-AES) and mass 
spectroscopy (ICP-MS) were used to measure concentrations of 
metal elements in aqueous solutions, which were then used to 
calculate the amount of particular metals released from fly ash by 
each sequential extraction step.  The metals investigated consisted of 
the major elements of fly ash and selected trace elements.  The major 
elements make up most of the crystalline structure of fly ash, while 
the trace elements only make up a small fraction of the total mass of 
fly ash. 

Combining the sequential extraction processes with other 
speciation and characterization techniques can confirm or disprove 
the validity of the sequential extraction process.  Characterization 
techniques including X-ray powder diffraction (XRD), BET-N
adsorption for surface area analysis, scanning electron microscopy / 
energy dispersive spectroscopy (SEM/EDS), transmission electron 
microscopy (TEM), and Fourier transformed infrared spectroscopy 
(FTIR) can provide useful information on the matrix mineralogy.   
These techniques provides a better understanding of the sequential 
extraction process and confirm indirect speciation measurements 
from sequential extraction with direct spectroscopic techniques.  Fly 
ash and fly ash subjected to sequential extraction steps have been 
characterized in this study by XRD, BET, and SEM/EDS.

2 

14

 
Results and Discussion 

The characterization of fly ash provides a starting point in the 
evaluation of both the sequential extraction process and the binding 
mechanisms of mercury.  Complete digestions of fly ash from both 
Ameren's Meramec power plant and EERC’s pilot plant were 
performed to determine the major elemental composition using ICP 
(Figure 1).  The compositions are very similar to other coal 
combustion fly ashes, as the majority of the fly ash consists of 
silicon, calcium, aluminum, and iron. 
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Figure 1. Major element composition of Ameren UE’s Meramec 
Unit 1 Fly Ash. 

 
The surface areas of both Ameren UE’s and EERC’s fly ashes 

were measured using BET-N2 adsorption.  The surface area of 
Ameren UE’s fly ash was 2.0 m2/g and 1.3 m2/g for EERC’s fly ash. 
Assuming completely spherical mono-disperse particles and a density 
of 2.65 g/cm3, both fly ashes were determined to have average 
particle diameters smaller then 50 µm (7.8 µm and 12.5 µm, for 
Ameren UE and EERC fly ash respectively).  The general particle 
diameter size was confirmed by SEM imaging, but there is a large 
range of particle diameter sizes.  The particle size of fly ash from the 
Ameren UE varied more and was not as spherical as EERC’s fly ash.  

Ameren UE’s fly ash (Figure 2) had more jagged edges and corners 
on the surface of the particles than did EERC’s fly ash.    
 

 
Figure 2. SEM Image of Ameren UE’s Meramec Unit 1 Fly Ash 
 

The major element concentrations were measured using ICP 
after each step in the sequential extraction of Meramec Unit 1 fly 
ash.  Major elements removed during the sequential extraction 
process are depicted in Figure 3.   The sequential extraction process 
shows that major elements are not very labile and that the majority 
are removed during the final step for residual material.  Silicon 
appears to be the exception to this rule.  After the digestive step with 
concentrated acid, solid still remains, and silicon is assumed to 
remain in this solid.  Iron is the only element removed in the 
hydroxylamine step, but only 1% of the total amount of iron is 
extracted in this step.  Future work will use a sodium dithionite 
solution which has more iron-reducing potential.  In later sequential 
extraction experiments the MgCl2 solution was removed from the 
process for several reasons.  First, chloride is an excellent 
complexing ion for mercury, and MgCl2 may remove mercury by 
complexation with Cl- as opposed to ion-exchange with Mg2+.  
Another reason for the omission of MgCl2 is that it interferes with the 
measurement of magnesium (a major element of fly ash).  Future 
work will use ammonium nitrate solution for the ion-exchangeable 
extractant. 
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Figure 3. Sequential Extraction Results for Major Elements in 
Ameren UE’s Meramec Unit 1 Fly Ash. 
 

In the sequential extraction of trace elements in Meramec Unit 1 
fly ash (Figure 4), most of the trace elements were not detectable 
until the final extraction step.  Mercury (Hg) was not detectable in 
any sequential extraction steps until the final step.  Some copper (Cu) 
and cobalt (Co) are extracted in the weak acid step, but the majorities 
are recovered in the final step.  Chromium is interesting in that 
measurable amounts were found in the water and the DMSA extracts.  
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The chromium species found in the water soluble fraction is probably 
in the +6 oxidation state, since Cr(VI) is much more soluble in water 
than is Cr(III). 
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Figure 4. Sequential Extraction Results for Trace Elements in 
Ameren UE’s Meramec Unit 1 fly ash.  
 

The sequential extraction process was applied to lab-synthesized 
materials: mercury adsorbed onto goethite and mercury co-
precipitated with goethite (Figure 5).  There is a distinction between 
mercury adsorbed onto goethite and mercury co-precipitated with 
goethite.  Mercury adsorbed onto goethite should have mercury only 
on the surface of goethite, while mercury co-precipitated with 
goethite will have mercury both on the surface and within the lattice 
structure of goethite.  Ideally, the sequential extraction of both 
materials will indicate that the two binding mechanisms are removed 
in separate steps.  Mercury adsorbed onto the surface of goethite was 
removed in the water soluble step for both materials.  The mercury 
found in the water soluble phase is either from the desorption of 
mercury from the surface or residual remaining from the preparation 
of the solid.  However, mercury was removed in the reducible phase 
(hydroxylamine) in only the case with co-precipitated mercury.  
Therefore, all mercury removed in the water soluble phase is 
mercury adsorbed onto the surface of the goethite while mercury 
removed at any other step is found in the inner lattice of goethite. 
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Figure 5. Sequential Extraction Results for Mercury Associated With 
Goethite.  
 
Conclusions 

This sequential extraction provides insight to the phases with 
which mercury is associated within fly ash.  Any mercury captured in 
a commercial power plant’s fly ash was found only in the inner 
lattice structure.  Since no mercury control method was implemented 
in the combustion process, it is expected that very little mercury 
would end up in the fly ash.  In the future, this sequential extraction 

process will be performed on fly ash from a laboratory-scale 
combustor that utilizes a TiO2 sorbent to capture gaseous mercury.  
The sequential extraction process will determine if mercury recovery 
in fly ash is enhanced by the addition of TiO2, and will also 
determine the mobility of mercury captured in fly ash.  The 
sequential extraction process will be modified to include another ion-
exchangeable solution without chloride and a stronger reducing 
extractant to extract more iron oxides.  The implementation of CV-
ICP-AES (cold vapor inductively coupled plasma atomic emission 
spectroscopy) will improve mercury detection and be used to analyze 
samples from the sequential extraction process.  Finally, the 
sequential extraction process itself will be evaluated for effectiveness 
and selectivity by applying the process to additional materials with 
known mercury capture or binding methods.  
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Introduction 

Coal-fired power plants are major point sources of mercury 
discharges into the atmosphere. After considerable study of mercury 
emissions and their impact on the environment, US EPA made a 
determination to regulate mercury emissions from coal-fired electric 
utility boilers.  Regulation of mercury emissions may necessitate 
additional air pollution control devices being installed at utility power 
plants.  Before regulations are imposed, it is important to understand 
the behavior of mercury in existing devices.   

Bench-, pilot-, and full-scale research have lead to the 
development of theoretical models1-6 that attempt to explain the 
speciation and gas-solid partitioning of Hg in coal-combustion flue 
gases.  The primary gas-phase Hg0 oxidation product is believed to be 
HgCl2, the specie favored by equilibrium conditions.  The gas-phase 
transformation pathway involves the oxidation of Hg0 by atomic Cl.  
The concentration of Cl, in turn, depends on a complex series of gas-
phase reactions involving oxygen, water vapor, hydrocarbons, 
chlorine compounds, and sulfur compounds.  A number of critical 
reactions limit the concentration of Cl and the subsequent conversion 
of Hg0 to HgCl and then to HgCl2.  The cooling rate in the flue gas 
has been shown to strongly influence homogeneous oxidation of 
Hg0.4  High flue gas cooling rates between the air heater inlet and air 
pollution control device inlet limit reaction rates associated with 
homogeneous oxidation reactions.  The effects of cooling rates on 
heterogeneous reactions are unknown. 

Both gaseous Hg0 and Hg2+ have been shown to interact with fly 
ash7 and activated carbon sorbents6 under flue gas conditions.  HgCl2 
(thought to be the predominant Hg2+ species in coal combustion flue 
gas) adsorbs on fly ash and on activated carbon.   Elemental mercury 
is adsorbed, but can also be oxidized by these solids to form gaseous 
Hg2+.    Acid gases (HCl, SO2, NO2) have been shown to affect the 
adsorption of Hg0 on activated carbon.   

Olson and co-workers have proposed a mechanism for 
adsorption of both elemental mercury and HgCl2 on carbon sites that 
takes into account competition for active sites by SO2 and NO2.6    A 
model that incorporates the proposed mechanism would require the 
incorporation of adsorption and desorption kinetics for the relevant 
acid gases as well as for mercury species.  To date, the relevant 
validation data are not available to test a more detailed model.  In a 
“first-generation” heterogeneous speciation mechanism proposed by 
Niksa,5 HCl is adsorbed onto the unburned carbon (UBC) in fly ash, 
forming chlorinated surface active sites that react with Hg0 to form 
HgCl, which is assumed to desorbs and subsequently react in the gas 
to form HgCl2.  Adsorbed HCl can also react to form gaseous Cl2.  
This model has been validated against pilot-scale coal combustion 
data. 

In this work, a detailed homogeneous model is validated against 
particle-free, laboratory data on speciation of mercury in combustion 
exhaust gas. A global heterogeneous oxidation model for carbon in 
fly ash is developed.  The combined homogeneous-heterogeneous 
model for mercury oxidation is validated against pilot-scale coal 
combustion data. 

 
 

 
Homogeneous Model 

Helble and co-workers2 have studied the post-flame 
homogeneous reactions of mercury and have developed a detailed 
chemical kinetic mechanism to describe these reactions. The 
mechanism includes sub-models for Hg chemistry, Cl chemistry, NOx 
chemistry (including NO-Cl) and SOx chemistry.   In this work, we 
have used this homogeneous mechanism with a chemical kinetics 
solver that integrates the concentrations of all species in the system 
along a given time-temperature profile. 

The homogeneous model has been validated against two sets of 
laboratory data.1,2  Both sets of laboratory data employed natural gas 
or methane flames to which various other gases were added.  

In the work of Sliger et al.,1 mercury nitrate solution was added 
to the flame, while HCl was added post-flame at a temperature of 
1200 K. The gases were cooled and the concentration of elemental 
mercury was measured using an on-line analyzer. The HCl 
concentration was varied and the amount of oxidation of mercury (at 
the sampling point) was derived from the measured Hg0 
concentration. In Figure 1, mercury oxidation is shown as a function 
of initial HCl concentration; measurements are compared with model 
results and show good agreement. 

In the work of Helble and co-workers2 flue gas was generated 
from a methane flame. Gaseous mercury was added to a mixing 
chamber post-flame at 1353 K along with oxidants (Cl2 or HCl) and 
other acid gases (SO2, NO). The gases were then cooled, extracted 
and fed into a continuous mercury analyzer. Figure 2 compares the 
model values of mercury oxidation with the experimentally observed 
values for injection of Cl2 or HCl.   
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Figure 1. Mercury oxidation as a function of concentration of HCl 
added postcombustion, comparison of homogeneous model with 
data.1

The homogeneous model agrees well with laboratory data from 
two different experimental set-ups, which provides confidence that 
the homogeneous mercury model can be used for predicting the 
effects of quench rate and flue gas composition on mercury 
oxidation. 
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Heterogeneous Model 

The heterogeneous oxidation of mercury could be modeled 
using a detailed Langmuir-Hinshelwood model that takes into 
account the observed interaction among mercury and acid gases on 
carbon surfaces or a global model. Because detailed data on the 
adsorption of all the pertinent acid gases on carbon surfaces were not 
available, a global model for mercury oxidation was developed. The 
global model is based on the following stoichiometric reaction. 

 
Hg (g) + 2HCl (g) + 1/2 O2 (g)  HgCl2 (g) + H2O (g)    (1) 

 
The rate of HgCl2 formation based on these reactions is given in 

Equation 2. 
 

  (2) 
 
 

The forward and reverse rate constants, kf and kr, are related by 
gas phase equilibrium as described by Equation 3. 
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where Kp is given by Equation 4. 

 

7235.813820log10 −=
T

K p
                                                  (4) 

 
For the initial model development, the forward rate constant, kf, 

was assumed to be directly proportional to the coal ash content. The 
forward rate constant was determined by fitting full-scale data from 
coal-fired power plants,8 assuming the energy of activation was –19 
kJ/mole and adjusting the pre-exponential factor. The full-scale data 
came from the EPA Information Collection Request (ICR), in which 
mercury speciation was measured upstream of particulate control 
devices at a number of coal-fired power plants.  Unfortunately, there 
were no ash analysis data reported in the ICR database.  The average 
ash content for the ICR data used for preliminary model validation 
was 8.3% and this was used to estimate the pre-exponential factor.  

 

Equation 5 describes the forward rate constant.  
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Figure 2. Mercury oxidation as a function of concentration of 
Cl2 (250 or 500 ppm) or HCl (100 or 300 ppm) added post-
combustion, comparison of model with data.2
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Homogeneous rates for species HgCl2, Hg, HCl, O2, and H2O, 

are augmented by the heterogeneous rate for HgCl2, and the 
stoichiometric relationship among species. Figure 3 shows the 
performance of the combined homogeneous and heterogeneous 
models for the ICR data. Calculations were done using a Pittsburgh 
coal with a stoichiometric ratio of 1.23.  A typical time-temperature 
history was assumed for all boilers. Table 1 shows the coal ultimate 
analysis. 

The initial heterogeneous model computed heterogeneous 
mercury oxidation based on the amount of fly ash present. It did not 
account for variation in the UBC content and fly ash surface area of 
different ash types.  A better approach would account for fly ash 
surface area per volume of flue gas in the rate constant equation.  

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

10 100 1000 10000

Cl in Coal (ppmw, dry)

%
H

g 
as

 H
g(

0)

Homo- and heterogeneous
Homogeneous
ICR DATA

 
Figure 3. Preliminary homogeneous and heterogeneous mercury 
modeling results using compared with the fraction of elemental 
mercury at the inlet to cold-side particulate control devices from 
ICR data.
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The surface area per volume of flue gas is calculated using 
Equation 6. 

 
( ) rankashUBCash SMffTKSA 1=                                   (6) 

 
where K is a constant determined by fitting data, fash is the ash 
content of the coal, fUBC is the fraction of unburned carbon in the ash, 
Mash is the ash loading in g ash/Nm3, 1/T is a temperature correction 
to convert Mash from Nm3 to m3, and Srank is the surface area in m2 
per gram of carbon. The value of Srank varies with the rank of the 

coal.  
The surface area of fly ash 

is dominated by that of 
unburned carbon.  Furthermore, 
the surface area of unburned 
carbon depends on the coal 
rank.9  Based on data in the 
literature,9 a carbon surface 
area of 77 m2/g of carbon will 
be assumed for bituminous 
coals.  The global rate will, of 
course, produce more accurate 
results if the surface area of the 
fly ash derived from the 

Table 1. Pittsburgh Coal Data. 
 
Coal Ultimate Analysis
(As Received)
Carbon   76.72%
Hydrogen 4.80%
Oxygen  6.91%
Nitrogen 1.48%
Sulfur   1.64%
Ash 7.01%
Moisture  1.44%

Coal Chlorine (ppmw) 2235
Coal Mercury (ppmw) 0.1  
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combustion system has been measured.   
 
Therefore, the pre-exponential factor in Eq. (6) is replaced by the 
following: 

                                         
(7) 
 
 
 
 
 

 
Southern Research Institute (SRI) has published data for mercury 
speciation in a 1 MW pilot scale coal-fired utility in which two 
bituminous coals were burned. 10  Table 2 gives the details of the two 
coals, Blacksville and Galatia. 
 

Table 2. SRI Coal Ultimate Analysis.10

 Blacksville Galatia 
C 77.24% 72.94% 
H 4.67% 4.58% 
O 5.83% 7.80% 
N 1.85% 1.68% 
S 0.87% 1.31% 
Ash 8.05% 6.59% 
Moisture 1.49% 5.10% 
Cl 0.084% 0.44% 
Hg, µg/g 0.078 0.107 

 
The overall temperature profiles for these experiments are 

plotted in Figure 4. These profiles are based on those found in 
Appendix G of SRI’s Biennial Report.10  The profiles in the Biennial 
Report began at 1000 °C. A section (taken from SRI’s standard 
temperature profile) was added to the beginning of the profile to 
model upstream locations in the SRI furnace in order to match the 
times with the temperatures found in the experimental results in 
Table 4. It is important to note that although the times and 
temperatures of the profiles match the experimental results, the 
quench rates do not match those reported in the experimental 
conditions in Table 3. Low quench rates listed in Table 3 are about  

 
Table 3. Experimental Conditions for SRI Tests.10

 run 1 run 2 run 3 run 4 run 5 
Quench 
Rate, 
F/s 

922 938 1139 1157 899 

Coal Galatia Blacksville Blacksville Blacksville Blacksville 

%UBC 0.34 0.57 0.35 7.32 7.71 
%LOI 1.7 1.9 1.9 9.8 9.8 
%FEO 5 5 5 2.5 2.5 

%OFA 0 0 0 15 15 
SR 1.33 1.33 1.33 1.14 1.14 
NO, 
ppm 

620 564 581 218 228 

 
900 °F/s, however, the temperature profiles for these cases have a 
quench rate of 630 °F/s. Likewise, the high quench rates in Table 3 

are about 1150 °F/s, while the temperature profiles have quench rates 
of about 750 °F/s. 
 

Table 4. SRI Experimental Results.10

 Time, 
s 

T, °F Hg(0) % at 
baghouse inlet 

6.4 547 81 
run 1 8.18 325 54 

6.7 535 66 
run 2 8.27 325 64 

6.75 431 76 
run 3 8.4 318 74 

6.98 351 83 
run 4 8.6 288 61 

6.8 550 55 
run 5 8.3 328 42 
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Sample locations are indicated in Figure 4. The first sample 

point was located at the end of the quench section. Temperatures at 
this point ranged from 351 to 550 °F. The second sample point was 
downstream from the quench section. Experimental and modeling 
results are shown in Figure 5. The experimental data show a higher 
slope between the two sample points for the high LOI cases, as 
opposed to the low LOI cases, which demonstrates the effect of 
unburned carbon on mercury oxidation.  The experimental data show 
an effect of cooling rate; the mercury oxidation decreases when the 
cooling rate is increased. The modeling shows no change in oxidation 
when the cooling rate is changed for either low or high LOI cases. 
For the low LOI cases with Blacksville coal, mercury oxidation is 
under-predicted. The model results for the rate of oxidation (slope on 
the plot) between the two points in each case agree with those of the 
experimental data in Figures 5.  Better agreement in the absolute 
value of the mercury speciation might be obtained if the measured 
surface area of the fly ash were used. 
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Figure 4. Temperature profiles for SRI mercury experiments.10

Conclusions 
REI has assembled a model to simulate the gas phase and 

heterogeneous oxidation of mercury in coal-fired boilers. Only 
limited data are available for heterogeneous mercury reactions; thus a 
global model heterogeneous oxidation was created. The 
homogeneous model agrees well with laboratory data from two 
different experimental set-ups, which provides confidence that the 
mercury model can be used for predicting the effects of quench rate 
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and flue gas composition on mercury oxidation.  Model predictions 
for the rate of oxidation between the two sample points in each case 
agree with the experimental data. The increase in oxidation in high 
LOI cases over low LOI cases shows the effect of heterogeneous 
oxidation from UBC in the ash.  More accurate temperature profiles 
and measured fly ash surface area for the experiments may improve 
the model results employing the global heterogeneous model.  
Further refinement of the heterogeneous model is planned, which will 
incorporate the effects of competition among acid gas species for 
sites on the carbon surface. 
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Figure 5. Homogeneous and Heterogeneous modeling results for SRI data with C’ = 1x1014. 
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Introduction 

Models of mercury removal during activated carbon injection 
upstream of a baghouse were developed to help in understanding the 
fundamental process parameters that impact removal efficiency [1-4]. 
Flora et al developed a two stage model based on pore diffusion 
[1,2]. The first stage accounted for in-flight mercury removal while 
the second stage accounted for mercury removal in a growing bed. 
The key mass balance expressions for the first and second stages can 
be written as, 
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where Cb is the concentration in the bulk normalized to the influent 
concentration; Td is the dimensionless time in the duct; Qave,p is the  
average mass of adsorbate per mass of adsorbent normalized to the 
mass of adsorbate per mass of adsorbent in equilibrium with the 
influent concentration; Cave,p is the average concentration in the 
adsorbate pore normalized to the influent concentration; Cb is the 
concentration in the adsorbate pores normalized to the influent 
concentration; λ1, λ2, and λ3, are dimensionless parameters; τ is the 
dimensionless time in the growing bed; E is the composite porosity; 
η is the dimensionless axial distance along the growing bed; Bg is the 
dimensionless bed growth rate; X0 is the initial thickness of the filter; 
and Pe is the Peclet number. 

In their study, the model was applied to a 500-lb/hr pulverized 
coal-fired pilot-scale combustion system burning Evergreen coal with 
the injection of Darco FGD activated carbon for mercury control. 
The isotherm parameters were extracted as a function of temperature. 
The model showed that removal in the ductwork is minimal, and the 
additional carbon detention time from the entrapment of the carbon 
particles in the fabric filter enhances the mercury removal from the 
gas phase. A sensitivity analysis on the model showed higher C/Hg 
ratio, lower operating temperature and longer cleaning cycle of the 
baghouse filter should be utilized to achieve higher mercury removal 
in this system, and that that mercury removal is dependent on the 
isotherm parameters, the carbon pore radius and tortuosity, the 
carbon to mercury ratio, and the carbon particle radius. 

Two of the assumptions in the model include a uniform particle 
size distribution and a constant velocity through the sorbent bed 
growing on the baghouse filter. However, significant in-duct mercury 
removal was observed that could not be accounted for by varying the 
adsorption capacity and transport parameters. Since mercury removal 
is a strong function of the particle radius, particularly for the short 
detention times in the duct, the influence of a particle size 
distribution on the in-duct mercury removal was investigated.  
Furthermore, in pulse-jet fabric filters, a fraction of the filter is 
periodically cleaned to relieve the pressure drop across the baghouse. 
The cleaned section of the filter would have less hydraulic resistance, 
resulting in a larger fraction of the flow diverted to this section and a 
dynamic redistribution of the flow as the cake grows on filter bed. 
The effect of the dynamic re-distribution of flow on mercury removal 
is investigated.  
 
Model Development 

When integrating the role of a discrete particle size distribution 
for in-duct mercury removal, the same primary equations are applied 
to each particle in the first stage model. However, a dimensionless 
time cannot be used because Td is a function of the radius. Thus, 
integration is performed in real time.  Thus, the mass balances in the 
particle and in the duct are written as  
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and i refers to a particle with radius rp,I; R is the radial distance 
normalized to the particle radius, rp ; and Dp is the mercury pore 
diffusion coefficient. Several key radii-dependent dimensionless 
parameters are defined in terms of each particle size. 

To account for the role of a pressure drop in a growing bed, the 
baghouse was divided into n equal fractions with each fraction of the 
filter cleaned periodically. Darcy’s law was used to describe the 
pressure drop across the filter, resulting in,  
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where Q is the gas flow rate; k is the filter bed permeability; g is the 
acceleration due to gravity; hL is the headloss across the filter; A is 
the area of the filter bed; Li is the depth of the growing bed across the 
filter; and Rf is the equivalent filter bed resistance of the fabric filter. 
The rate of growth of the bed is recalculated based on this flow 
redistribution and is incorporated into the second stage model. 

 Partial differential equations were converted to ordinary 
differential equations using orthogonal collation, with the resulting 
system of equations solved using DDASSL [5]. Parameter estimation 
was performed by minimizing the sum of the square of the 
differences between the experimental data and model predictions 
within a simulated annealing algorithm [6]. 
 
Results and Discussion 

Using the base case parameters described in [1], the model 
predicts in-duct removal efficiencies less than 10% for a wide range 
of operating conditions using a particle radius of 15 µm. However, 
after upgrades to the pilot system were performed to measure 
mercury concentrations prior to the baghouse, in-duct removal 
efficiencies of up to 89% was observed for various conditions for a 
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system burning a different coal. An in-depth analysis revealed that 
the particle size distribution of Darco FGD was important. The 
particle size distribution was characterized using an Elzone particle 
size analyzer. The value of the volume distribution arithmetic mean 
radius was 6.5 µm, which is less than the 15 µm originally used in the 
calculations. Using an average radius of 6.5 µm in the model for a 
single particle size, the mercury removal efficiency was calculated to 
be 8.8%. However, when incorporating the entire particle size 
distribution, the removal efficiency is 40.3%, indicating that the 
simple use of an average particle size may be inappropriate.  

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

10-1

100

101

102

10-1

100

101

102

Q
av

e,
p

t, sec

rp , µm

(a)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

10-1

100

101

102

10-2

10-1

100

101

C
um

ul
at

iv
e 

Fr
ac

tio
na

l R
em

ov
al

t, sec

rp , µm

(b)

 
Figure 1. Evolution of (a) adsorbed fraction, (b) cumulative 
fractional removal, for the base case scenario described in [1] using 
the Darco FGD particle size distribution  

 
The role of each particle size in the removal of Hg over a period 

of 100 seconds is shown in Figure 1. Smaller particle sizes remove 
adsorbate faster and reach high values of Qave,p (see Figure 1a) at 
earlier times. As adsorption proceeds, Qave,p increase for the larger 
particle sizes and reduces the bulk Hg concentration, resulting in the 
smaller particles having adsorbed Hg that is in excess of the 

equilibrium with the bulk gas and a decrease in Qave,p. Figure 1b 
shows that the overall removal of Hg increases with time, but with 
particle sizes ranging from 0.1 to 10.0 µm accounting for most of the 
removal, as seen by the largest increase slopes. For a detention time 
of 2 sec, 95 % of the removal is due to particles with a radius less 
than 5.1 µm, with 62% due to particles less 1 µm. 

Figure 2 shows a representative average fit to the pressure drop 
data for the pilot system burning Evergreen coal. Values of the filter 
resistance (Rf=6.1×108 m-1) and permeability (k=4.4×10-13 m2) were 
extracted from the pressure drop data. Accounting for the pressure 
drop results in lower model predictions for the removal efficiency. 
However, the magnitude of this impact is small compared to the 
potential impact caused by uncertainties in the isotherm and mass 
transfer parameters.  
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Figure 2. Model fits for the pressure change in a baghouse filter for a 
representative data set. 

 
Conclusions 

The model shows that a single average particle size cannot be 
used to appropriately model in-duct Hg removal, and generalizations 
as to the removal mechanisms in the duct should take into account 
the size distribution of the sorbent particles. The pressure drop 
impacts flow redistribution across the fabric filter, but does not 
significantly affect predictions of mercury removal.  
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Introduction 

Au catalysts have recently been the subject of great interest 
because they may be highly active but only when the Au particles are 
in a certain size range1 or thickness.2,3  Elucidation of the causes of 
this extreme structure sensitivity has been obfuscated by the role of 
the support in the reaction mechanism and the effect of the support 
upon the growth and stability of the Au precursor and in situ particle 
sizes.4   Conversely, tailoring of the support could lead to improved 
control of Au structure and stability and therefore inhibit thermal 
deactivation of the catalyst.  In the following we summarize research 
to study the effects of variation in the support properties upon the 
catalytic performance of the resulting Au catalysts.  The 
crystallographic structure and surface composition of the support has 
been varied to determine the effect upon activity for CO oxidation 
reaction after various pre-treatments.   In particular, Au catalysts 
were prepared using different structures of TiO2, and two different 
morphologies of SiO2 were functionalized with single and double 
overlayers of Ti- and Al oxides.  
 
Synthesis of catalysts 

A variety of methodologies have been used to prepare catalyst 
supports which included three different pure allotropes of TiO2 
(rutile, anatase and brookite), commercial TiO2-p25, mesoporous 
TiO2, mesoporous silica and silica supports functionalized by single 
or double monolayers.   Pure rutile and anatase were obtained using 
sonication synthesis with tetraisopropyltitanate and titanium 
tetrachloride used as precursors for anatase and rutile respectively.  
Brookite was obtained by hydrothermal synthesis using titanium 
tetrachloride as a precursor.  Commercial TiO2 P25 was obtained 
from Alfa Aesar.  Phase purity of the TiO2 supports was checked by 
XRD.  

 Monolayer synthesis of catalyst were performed using non-
aqueous deposition of oxide precursors onto fumed silica (Cabosil) or 
mesoporous silica (SBA-15) using methods described by Kunitake.5,6  
In this approach, an alkoxide precursor (Ti(OBun)4 or Al(OBus)3 ) is 
dissolved in solvent (mixture of toluene and dry methanol).  The 
dried support was added and the resulting mixture was refluxed for 3 
hours resulting in substitution of surface hydroxyl by the alkoxide 
precursor with loss of the corresponding alcohol.  Following removal 
of the pre-cursor, the resulting functionalized support was washed in 
water to hydrolyze surface alkoxides.  Repeating these two steps 
permits layer-by-layer deposition of single monolayers of oxide 
precursor (hydroxide).  Using this approach single or double 
monolayers were obtained.  For example, deposition first of Al onto 
Cabosil, followed by deposition of Ti yielded the support designated 
Ti2-Al1 -SiO2 (Cabosil).  Analysis of Al and Ti uptakes on the 
Cabosil samples by ICP were consistent with the density of surface 
hydroxyls and the surface area of the silica supports.  

Following preparation of the supports, Au was deposited using 
deposition-precipitation  (DP) at pH 10.  DP stoichiometry were 
targeted to a high Au loading (near 13 wt%) but the actual Au 
loading determined by ICP or XANES were normally lower. 
Catalysts were dried at low temperature (50 °C).  To minimize on-
shelf deactivation of reduced Au catalysts, no subsequent treatments 

were performed until the catalysts were put on-line.  Catalysts were 
tested in a flow reactor (Altamira Instruments AMI-200) outfitted 
with QMS and GC detection of reaction products.  CO oxidation 
(typically 1%CO in air) was used as a bench-mark test to compare 
activity and stability of the catalysts.  A reaction mixture of 1% CO 
in air at SV of 40,000 ml/g cat hr was typically used. 
 
Reduction of Au precursor 

Stability of Au catalysts is strongly affected by sintering and 
growth of Au clusters, a thermally driven process dependent upon the 
surface on which the Au precursors are supported.  Our interest was 
to establish the effects of thermal and chemical pretreatments upon 
the Au cluster growth and the resulting effect upon activity of the 
catalyst for CO oxidation.  Results are presented for the evolution of 
the Au precursors during reduction at 150 °C (in 20% H2-Ar) and 
calcination at 300 and 500 °C (in 8%O2-He).  Following DP at high 
pH it is expected that the Au is present on the surface primarily as a 
hydroxide and is accompanied by hydroxyl or water chemisorbed on 
the support.  TGA and temperature programmed desorption in He 
demonstrate evolution of water occurs in two peaks near 100 and 200 
°C and tails off at higher T, attributed in part to de-hydrolysis of the 
Au hydroxide (Fig. 1).   Oxygen evolution occurs in a sharp peak at 
350 °C due to decomposition of Au oxide remaining from the 
dehydrolysis.   

Reduction of Au by CO and H2 occurs readily at temperatures 
well below the TPD peak temperatures, as determined by color 
change and XANES.  In the as-dried state the catalysts are light 
colored (brown or tan) and readily turn to a dark blue or black when 
treated in the reactor at room temperature in reaction mixture (CO in 
air) or in H2.  XANES at the Au LIII edge conclusively demonstrates 
reduction of the Au precursor to metallic Au under reaction 
conditions.  Once reduced, the Au clusters will not reoxidize by 
treatment with air at room temperature or 300 °C.  These catalysts 
with reduced Au clusters may be highly active for CO oxidation, 
depending upon Au loading and the size of the resulting Au particles. 
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Figure 1.  Temperature programmed desorption in He from as-dried 
Au on TiO2 (anatase), heating rate 15 °C / min. 

 
Catalytic activity and stability 

Catalysts were all tested to compare their activities for CO 
oxidation after various pre-treatments.  The goal was to compare the 
effect of sequentially higher treatments upon the catalyst activity and 
to therefore measure their stability to thermal deactivation.    
Following each pre-treatment, the activity was measured as a 
function of reaction temperature.  Arrhenius plots of the data at low 
conversion were used to obtain rates and apparent activation 
energies. Selected activity results are shown in Table 1.  For 
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comparison, the activities are expressed as the temperature at which 
50% conversion of CO to CO2 is achieved. 

Au catalysts prepared on pure TiO2 gave reaction rates 
comparable to published values when compared at the same 
temperatures.  Catalysts are already active in the as-dried form in 
spite of water present on the support and initially oxidized Au.  Upon 
first introducing the reaction stream, CO2 is generated from reduction 
of the Au hydroxide and contributes to CO2 produced catalytically, 
presumably by the newly reduced Au.  All forms of TiO2 supported 
Au had comparable activities in as-dried state and after reduction at 
150 °C. The supports are differentiated by the stability of the Au 
catalyst following calcination, and the brookite is least affected by 
calcination at 300 or 500 °C while the pure rutile is the most strongly 
deactivated.7   

Although Au on Cabosil or SBA-15 by DP has low activity, 
functionalizing the silica with a single monolayer of Ti before Au 
deposition yields a very active catalyst which remains active after 
calcination up to 300 °C.  A double layer of Ti behaves similarly (the 
very low T50 after 150 °C reduction may be a heat transfer effect).  
Interposing an Al layer under the Ti has the major effect of 
destabilizing the catalyst after calcination at 300 °C or above.  Most 
interesting is the behavior of the Al terminated supports.  A single 
layer of Al on the silica does not lead to a good catalyst, although 
addition of a second silica layer leads to an improvement.  
Remarkably, interposing a buffer layer of Ti under the Al layer leads 
to a catalyst which is more active and stable than the Al layered 
catalysts and as stable as the  most stable TiO2 (brookite). 

 
Table 1.  Activity (T50 °C) for Catalysts after Various 

Pretreatments.  
 
Support Au 

load 
wt% 

As 
dried 

Reduce 
 150° C 

Calcine 
300° C 

Calcin
e 500° 
C 

TiO2 p25 8 
5.7 

n/a 
-48 

-30 
-25 

-15 
21 

120 
n/a 

TiO2  anatase 12.6 
2.8 

-38 
n/a 

-38 
n/a 

7 
6 

n/a 
96 

TiO2 brookite 3.2 -20 -38 -26 31 
TiO2 rutile 13. -31 -35 48 n/a 
Ti1- 
SiO2 (SBA-15) 

n/a -34 n/a -25 n/a 

Ti1- 
SiO2 (Cabosil) 

5 -44 -32 -5 >100 

Ti2-Ti1  
SiO2 (Cabosil) 

6.8 -45 -95 -25 n/a 

Ti2-Al1  
SiO2 (Cabosil) 

11.7 -22 -11 65 127 

Al1  
SiO2 (Cabosil) 

8 unsta
ble 

inactive 
100 C 

-- -- 

Al2-Al1 

 SiO2 (Cabosil) 
10 7 12 Inactive 

at 30 C 
-- 

Al2-Ti1 

 SiO2 (Cabosil) 
10.3 -31 <-93 -28 35 

 
These results suggest that tailoring the support functionality can 

lead to a route to stabilizing Au catalysts to deactivation.  Addition of 
oxide overlayers serve to alter the acidity (the iso-electric point), the 
electronegativity, structure, valency and defect types at the surface.   
This can be achieved on silica with a single specific morphology.  
Alternatively, variation of the support morphology by use of different 
nanoparticulate or mesoporous forms of silica may be used with 

particular functionalizing overlayers leading to independent control 
of support morphology and surface properties. 
 
Structural characterization of catalysts 

Active catalysts were examined by Z-contrast STEM and by 
conventional TEM.  In particular the brookite and anatase supported 
Au catalysts were examined using ORNL’s aberration corrected Z-
STEM.   In the precursor state, clusters of gold atoms were visible 
and resolvable on the anatase support.  Images obtained after 
reduction at 150 °C were consistent with large quantities of Au thin 
rafts 1 to 2 nm in diameter.  Since scattering in dark field is 
quantifiable, it was possible to determine that the majority of rafts 
were one or two layers thick.  Au atoms were not resolvable in the 
rafts suggesting that Au atoms were dynamic, although the rafts were 
stably anchored to the support.    

Au particle sizes were analyzed by EXAFS analysis for Au 
supported on TiO2-p25 following a sequence of annealing steps.  
Simultaneous measurement of the catalyst activity was obtained to 
assure activity, although mass transfer limitations prevented accurate 
rate measurements.  Instead, separate aliquots of the catalyst were 
tested in the reactor under identical protocols.  Coordination numbers 
(and corresponding mean particle sizes) obtained from EXAFS and 
reaction rates data were correlated following each anneal.  EXAFS 
confirmed decrease in Au particle diameter, d, with increasing 
annealing temperature, correlating with decrease in reaction rates.   
Reaction rate (on a total Au basis) decreased with particle size faster 
than the d-1 dependence expected from simple loss of surface area.  
This correlation supports a size effect in Au catalysis, but does not 
agree with a d-3 dependence suggested previously.8 
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Introduction 

Platinum sulfite acid is a traditional precursor in the synthesis of 
Pt/carbon black fuel cell electrocatalysts [1].  Easy to use and not 
relatively expensive, it is a potentially attractive precursor for many 
other types of supported catalysts.  The ultimate usefulness for many 
applications, however, will depend on the extent that Pt can be 
dispersed and sulfur eliminated. 

To this end a series of supports including alumina, silica, 
magnesia, niobia, titania, magnesia and carbon were synthesized with 
PSA solutions and subsequently analyzed with extended x-ray 
absorption fine structure (EXAFS) and x-ray absorption near edge 
structure (XANES) analysis to characterize the Pt species formed 
upon impregnation, calcination, and reduction.  It was found almost 
impossible, by any pretreatment, to eliminate all sulfur from the Pt 
phase over any support; high temperature calcinations followed by 
reduction in hydrogen eliminated most but not all S, at the expense of 
increasing Pt particle size. 

 
Materials and Methods 

Platinum sulfite acid was obtained from Heraeus and was 
diluted such that impregnation by pore filling (dry impregnation) into 
the various oxide and carbon supports yielded about 1.5 wt% Pt.  
EXAFS measurements were performed at the MRCAT undulator 
beam-line equipped with a double-crystal Si (111) monochromator 
with resolution of better than 4 eV at 11.5 keV (Pt L3 edge).  Spectra 
were taken in both the fluorescence and transmission modes using 
pressed powder samples.  Phase-shift and backscattering amplitudes 
were obtained from various solid reference compounds.  Details of 
the experimental and fitting procedures can be found in references 2 
and 3. 

 
Results and Discussion 

EXAFS results are shown in Figure 1 for a progression of 
pretreatments of PSA impregnated alumina.  The dried state (solid  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Figure 1.  Magnitude of Fourier transform of PSA on alumina (k2: 
∆k = 3.0 – 13.0 Å-1), solid: dried at RT, dotted: calcined at 300°C, 
dashed: reduced at 300°C 

line), which was virtually identical to the solution species, could be 
fit with two Pt-S bonds and two Pt-O bonds.   After a 300°C 
calcination, there were six Pt-O bonds (dotted line), while a 300°C 
reduction of the dried sample yielded only Pt-S bonds (dashed line). 

The removal of sulfur from the Pt phase was attempted by 
higher temperature reduction (at 500°C), and by a 300°C calcination 
followed by a 300°C reduction.  The retention of sulfur after these 
pretreatments was strongly dependent on the support; representative 
results are shown in figure 2.  For alumina, figure 2a, neither the 
higher temperature reduction nor the calcination-reduction sequence 
removes much sulfur, but a small amount of Pt-Pt bonds are formed.    
 
a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.  Magnitude of Fourier transform of PSA (k2: ∆k = 3.0 – 
13.0 Å-1), solid: reduced at 300°C, dashed: calcined at 300°C then 
reduced at 300°C, dotted: reduced at 500°C, on a) alumina, b) silica. 
 
Over silica, figure 2b, much more metallic Pt is formed.  However, 
even in the most S-free sample (500°C reduction) there are on 
average 0.6 Pt-S bonds and 8.4 Pt-Pt bonds. 

The next attempt to remove sulfur was made by reduction-
calcination-reduction cycles.  A representative result is shown in 
figure 3 for silica.  From the 300°C reduced sample (solid line) which 
contains about 2 Pt-S bonds and 3.5 Pt-Pt bonds, a 400°C calcination 
once again removes the Pt-S bonds and an oxide phase is formed 
with 4.1 Pt-O bonds and 1.6 Pt-Pt bonds (dashed line).  Upon re-
reduction at 300°C, Pt-S bonds form again with slightly more Pt-Pt 
bonds than initially (dotted line). 
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Figure 3.  Magnitude of Fourier transform of PSA on Silica (k2: ∆k = 
3.0 – 13.0 Å-1), solid: reduced at 300°C, dashed: reduced followed by 
400°C calcination, dotted: reduced, oxidized, followed by reduction 
at 300°C. 
 

A final survey of catalyst supports, including carbon black, 
alumina, magnesia, and silica, is shown in figure 4.  After a 500°C 
reduction in H2, no catalyst is free of sulfur, and the amount of sulfur 
depends greatly on the catalyst support.  Carbon and alumina appear 
to retain the greatest amount of sulfur, while magnesia and silica 
appear to retain the least. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Magnitude of Fourier transform of PSA on Different 
Supports Reduced at 500°C (k2: ∆k = 3.0 – 13.0 Å-1), solid:  Carbon 
black, dot-dash:  Alumina, dashed: Magnesia, dotted:  Silica 
 

While oxygen replaces S in calcined catalysts (figures 1 and 
3), Pt-S reappears upon reduction.  These results imply that each 
catalyst has some mechanism for S storage.  This would explain why 
catalysts with supports that form sulfates, like alumina, retain the 
most sulfur.  Supports that do not form sulfates such as silica do 
retain some S, perhaps associated with the Pt phase as Pt-O-S 
linkages.   

A final consideration can be made concerning the size of Pt 
containing particles.  While estimation of Pt particle sizes can be 
made straightforwardly for pure Pt metal particles, from a correlation 
of Pt-Pt coordination numbers with Pt dispersion measured by H2 
chemisorption [4], estimating the size of particles containing a 
fraction of Pt-S is more tenuous.  Nevertheless, an estimate has been 

attempted and can at least serve to indicate the general trends in the 
size of Pt-containing particles which result from the PSA precursor. 

The data from which estimates where made is given in Table 1.  
It was assumed that the Pt on Al, V and BP carbons reduced at 300°C 
was 100% Pt+2 (i.e., PtS) since these did not have a Pt-Pt in the 
EXAFS and the XANES was similar to Pt+2. The Pt-S average CN 
for these three catalysts was 3.4. For all other catalysts reduced at 
300°C, the fraction of Pt+2 was taken as the Pt-S CN/3.4. The 
remaining Pt is then metallic. The fitted CN was then divided by the 
fraction of Pt0 to get the corrected Pt-Pt CN. From that, the fraction 
of surface Pt atoms in the metallic particle could be estimated (this 
fraction is not properly termed “dispersion” since they have S on 
them) using the correlation of H2 chemisorption and Pt-Pt CN. 
Assuming spherical geometry, size can be estimated as 1/dispersion x 
10 Å. For catalyst reduced at 500°C, the same approach was taken.  
However, 2.9 Pt-S, which is the value for BP carbon reduced at 
500C, was used as 100% Pt+2.  

The fraction of surface atoms and particle sizes should be 
viewed as very approximate and might be used to classify the 
particles as small, medium and large. There is a significant fraction 
(25-50%) of Pt+2, i.e., a high fraction of Pt is bonded to S, in most 
catalysts. For example, while silica yields small particles, they 
contain a high fraction of sulfur.  For most catalysts the fraction of 
surface Pt atoms is similar to the fraction of Pt+2, i.e, atoms with S. 
Thus, there is not a lot of exposed, reduced Pt. In practice, many 
(reduced) catalysts are completely poisoned when there is 1 S for 
every 3 surface Pt atoms. The best support appears to be Nb2O5, over 
which the particles are small-medium in size, but have a much 
smaller fraction of Pt-S, about 10-15%.  
 
Significance 

While all catalysts show retention of some S, reasonably small 
particle sizes with relatively little Pt-S can in some instances be 
produced using PSA.  While this synthesis approach would not 
appear to be very good in general for catalysts used for reforming or 
other reduction reactions it maybe suitable for those applications 
such as automobile exhaust catalysts in which the presence of sulfur 
is not detrimental. 
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Table 1.    Composition and Estimated Size of Pt Particles 

  
Sample Pt-Pt CN Fraction Pt+2* Fraction Pt0* Corrected 

Pt-Pt CN 
Fraction Pt 

Surface Atoms**
Estimated Particle 

Size, Å***

Al red 300 - 1.0 - - - No metallic Pt 
Al cal 300 red 

300 
1.9 0.55 0.45 4.2 0.90 10 

Al red 500 2.6 0.55 0.45 5.8 0.70 15 
       

Si red 300 3.5 0.60 0.40 8.5 0.40 25 
Si red 300 ox 
400 red 300 

5.2 0.40 0.60 8.6 0.40 25 

Si cal 300 red 
300 

7.4 0.30 0.70 10.6 0.15 60 

Si cal 500 red 
300 

8.7 0.20 0.80 10.9 0.15 75 

Si red 500 8.4 0.20 0.80 10.5 0.15 60 
       

Mg red 300 - 1.0 - -  No metallic Pt 
Mg red 500 6.9 0.30 0.70 9.9 0.25 40 

       
Nb red 500 6.2 0.15 0.85 7.3 0.55 20 

       
Ti red 300 6.0 0.35 0.65 9.2 0.35 30 

Ti cal 500 red 
300 

11.3 0.25 0.75 15 <0.1 >100 

       
V carbon red 

300 
- 1.0 - - - No metallic Pt 

V carbon red 
500 

3.4 0.50 0.50 6.8 0.60 20 

       
BP carbon red 

300 
- 1.0 - - - No metallic Pt 

BP carbon red 
500 

- 1.0 - - - No metallic Pt 

 
*Fraction of Pt+2 estimated from Pt-S CN (Pt-S of 3.4 at 300C assumed at 100% Pt+2, Pt-S CN of 2.9 assumed at 500C).  
**From correlation of Pt-Pt CN and H2 chemisorption (without S)  
***Particle size assumed to be 1/dispersion x 10 Å. 
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Introduction 

Biodiesel, such as soy diesel (methyl soyate), is becoming 
increasingly useful as a “green fuel”, as a carrier solvent, and as an 
agent for shoreline oil spill clean-up.1  Apparently, methyl soyate is a 
viable alternative to traditional petroleum-derived solvents which are 
of environmental concern and are under legislative pressure to be 
replaced by biodegradable substitutes. Although interest in biodiesel 
is rapidly increasing, the process by which biodiesel is synthesized 
has not changed much.  Currently, soy diesel (methyl soyate) is made 
commercially by an energy and labor-intensive process wherein 
soybean oil is reacted with methanol at 140-150 °F (sometimes under 
pressure) in the presence of sodium methoxide.1  This process is 
called “transesterification”.  Isolation of the desired methyl soyate 
from the highly caustic (toxic) catalyst and other products, such as 
glycerol, involves a precise neutralization process with strong acids, 
such as hydrochloric acid (HCl), and extensive washes with water to 
remove the resulting sodium chloride (NaCl) salt.  Also, the glycerol 
must be separated from the sodium chloride salt by vacuum 
distillation in an energy intensive operation for this high-boiling 
product.  

As more alkyl soyates with different alkyl functional groups, 
such as ethyl and isopropyl soyates, being rapidly developed to meet 
the growing needs of various applications, the level of difficulty in 
separating the corresponding catalysts, e.g., sodium ethoxide and 
sodium isoproxide catalysts, respectively, would unavoidably 
escalate due to the increasing solubility of these basic catalysts in the 
product solution.  Clearly, the successful development of a more 
effective and economical method to separate the base catalysts from 
the products is of keen interest to further advance the techniques of 
biodiesel production.   

Figure 1.  Schematic representation of the MSN catalytic system 
for the synthesis of methyl soyate and glycerol (above). 
Scanning electron microscopy (SEM) image of the MSN catalyst 
(lower left). A transmission electron microscopy (TEM) image 
of the cross-section of the MSN indicating the highly periodic 
hexagonal lattice units of the porous framework (lower right). 

In addition to the separation issue, the current base-catalyzed 
transesterification methods also have several other limitations.  As 
producers look for feedstocks other than soybean oil, such as waste 
restaurant oils and rendered animal fats, they have observed a larger 
amount of free fatty acids (FFAs) contained in the feedstocks.  FFAs 
can not be converted into biodiesel using the current base-mediated 
processes.  Sulfuric acid, an inexpensive strong acid catalyst, has 
been used to convert the fatty acids into methyl esters, but the rate is 
slow.  The other limitation of the base-induced process is that 
saponification of the biodiesel produces soaps as impurities that must 
be separated before use. 

Herein, we report on a new co-condensation method2 that could 
generate organically functionalized, MCM-41 type of mesoporous 
silica nanoparticle (MSN) materials that can catalyze the 
esterification of free fatty acids.3 The results of catalytic performance 
of the MSN materials in comparison to commercial catalysts are 
reported. In addition, the results of mesoporous silica modified with 
arenesulfonic groups are presented.  

 
Experimental 

Our method involves the utilization of disulfide-containing 
organotrimethoxysilanes that have different anionic functional 
groups, such as 3-(3’-(trimethoxysilyl)-propyl-disulfanyl)-propionic 
acid (CDSP-TMS), 2-[3-(trimethoxy-silyl)-propyl-disulfanyl]-

ethanesulfonic acid sodium salt (SDSP-TMS), and mercaptopropyl-
trimethoxysilane (MP-TMS), to electrostatically match with cationic 
cetyltrimethylammonium bromide (CTAB) surfactant micelles in a 
NaOH-catalyzed condensation reaction of tetraethoxysilane (TEOS). 

Three organically functionalized mesoporous silica materials, 
MSN-COOH, MSN-SO3H, and MSN-SH, were prepared by adding 
an ethanolic solution (2 mL, 2.24 mmol) of CDSP-TMS, SDSP-
TMS, and the commercially available MP-TMS, respectively, to an 
aqueous solution (480 mL, 80°C) of CTAB (2.74 mmol), NaOH 
(7.00 mmol), and TEOS (22.40 mmol, added at 80°C prior to the 
addtion of organoalkoxysilanes). The reaction mixture was stirred for 
2 h.  The solid products were isolated by filtration and washed 
thoroughly with methanol.  Surfactant-removed materials were 
obtained with an acid extraction.  All three materials exhibited 
spherical particle shape with an average particle diameter of 200 nm 
(Figure 1).  The mesoporous structures of these organically 
functionalized MSN materials were determined by nitrogen 
adsorption-desorption surface analysis (BET isotherms and BJH pore 
size distributions), TEM, and powder X-ray diffraction (XRD) 
spectroscopy.  All three MSN materials exhibited type IV BET 
isotherms with similar average BJH pore diamerters.  Hexagonally 
packed mesoporous channels were clearly observed in the TEM 
micrographs of these MSNs (Figure 1).  In addition, these materials 
exhibited diffraction patterns characteristic of hexagonal MCM-41 
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silicas, including (100), (110), and (200) peaks.  The existence of the 
organic functional groups was confirmed by 13C solid state NMR 
spectroscopy.2f 

We chemically converted the surface bound organic groups of 
the MSN-COOH and MSN-SO3H materials to thiol (-SH) by treating 
them with a disulfide reducing agent, dithiothreitol (DTT).  The 
surface concentration of the chemically accessible thiol functional 
group increases from MSN-SH (0.56 ± 0.01 mmol/g), MSN-COOH 
(0.97 ± 0.01 mmol/g), to MSN-SO3H (1.56 ± 0.01 mmol/g).  We 
further derivatized these surface-bound thiol functional groups to 
catalytic functionalities that could efficiently catalyze the FFA 
esterification reaction for biodiesel formation.  Given the fact that p-
toluene sulfonic acid (p-TSA) is a good catalyst for esterification 
reaction in homogeneous solutions, we treated the thiol-
functionalized mesoporous silica materials with 4-vinyl-
benzenesulfonyl chloride and α,α’-azoisobutyronitrile (AIBN) in 
chloroform solutions to yield benzenesulfonyl chloride-
functionalized mesoporous silica materials (MSN-SH-BSA, MSN-
COOH-BSA, and MSN-SO3H-BSA, respectively) via a modified 
literature reported procedure.4  The desired benzenesulfonic acid-
derivatized materials were obtained by submersion of the 
benzenesulfonyl chloride-functionalized mesoporous silicas in either 
sulfuric or hydrochloric aid aqueous solutions as shown in Scheme 1.  
As depicted in Figure 1, these benzenesulfonic acid-functionalized 
mesoporous silica materials have large uniform pore sizes (pore 
diameter = ~30 Å), high surface areas (> 600 m2/g), good mesoscopic 
order, and high thermal/hydrothermal stability, all of which are 
appealing properties for catalyzing the synthesis of biodiesel. 

Sulfuric Acid 
MSN-SO3H-BSA 
MSN-SH-BSA 
MSN-COOH-BSA

Figure 2.  Esterification of palmitic acid with methanol 
catalyzed by sulfuric acid, MSN-SH-BSA, MSN-COOH-BSA, 
and MSN-SO3H-BSA materials at 35 oC. 
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Results and Discussion 

As mentioned previously, utilizing of a heterogeneous solid acid 
catalyst for the synthesis of biodiesel could circumvent the separation 
of catalyst problem and eliminate the free fatty acids in the crude 
FFA-containing feedstocks to prevent the base-induced 
saponification during the transesterification reaction.  Therefore, a 
highly efficient solid acid catalyst can serve not only as a 
“pretreatment catalyst” to remove FFA’s from the triglycerides, but 
also as a catalyst for the conversion of the oil to biodiesel as well.  
To examine the catalytic performance of the MSN solid acid 
catalysts, we tested the catalytic properties of the sulfonic acid-
functionalized mesoporous silicas for the methyl esterification of a 
common FFA (palmitic acid) with excess methanol. 

Shown in Figure 2 is the catalytic activity of MSN-SO3H-BSA 
for the esterification of palmitic acid relative to MSN-COOH-BSA as 
well as the MSN-SH-BSA. MSN-SO3H-BSA had significantly 
higher activity than the other MSN materials. While the overall 
conversion achieved using MSN-SO3H-BSA was similar to H2SO4, 
the initial reactivity of the solid catalyst was higher than for H2SO4. 
Esterification of FFAs with methanol releases water that is known to 
limit the extent of the esterification reaction.  The low level of 
palmitic acid conversion after 60 minutes for MSN-SO3H-BSA 
might be due to the presence of water with water potentially having a 
more detrimental impact on the performance of the solid catalyst than 
the homogeneous catalyst. 

 
Conclusion 

Organosulfonic acid functionalized mesoporous silica 
nanoparticles have been demonstrated to be able to catalyze the 
esterification of fatty acids to methyl esters. Tailoring the textural 
properties of the catalyst structure and tuning the surface 
concentration of the active site can enhance the performance of the 
mesoporous materials. Due to the narrow pore size distribution of the 
mesoporous materials, the pore size effect on internal mass transfer 
could be definitively determined. Proper choice of the organosulfonic 
acid group produced a functionalized mesoporous silica with activity 
at least comparable to H2SO4.  This work demonstrates the potential 
of organic-inorganic mesoporous materials for rational design of 
heterogeneous catalysts. 

Scheme 1 
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Introduction 

One area of rapid development in nanotechnology is the ability 
to synthesis a wide variety of nanostructures, which, in turn, is a 
consequence of the availability of a large number of macromolecules 
of various sizes, shapes, and functionalities.  While these 
macromolecules can be used as catalysts in specific applications, 
they can also be used to enable preparation of catalysts in a much 
more controlled manner than what is possible previously.  Examples 
of the latter applications include the well-known synthesis of 
mesoporous MCM materials, and more recently, preparation of metal 
nanoparticles using the dendrimer-assisted method.  To our 
knowledge, however, there is not yet any report on the synthesis of 
cage-like structures in a controlled manner for catalytic applications.  
Here, we report our synthesis of nano-size cage-like structures for 
such purposes.  In one example, we synthesized internally 
functionalized silica nanosphere.  The functional groups can be used 
as catalytic sites or as sites to bind catalytic functions.  In the second 
example, we synthesized siloxane cages of controlled sizes that 
mimic a zeolite cage, but our synthesis offers the ability to vary the 
cage and window sizes without apparent limitations. 
 
Internally functionalized silica nanocapsules 

Hollow silica nanocapsules, about 2 nm in diameter with 
imprinted amines in the interior were synthesized using Si-containing 
amphiphile with carbamate group (Si-surfactant; I, Fig. 1a).  The 
amphiphile was prepared by reaction of aminopropyltriethoxysilane 
with cetylchloroformate, followed by column chromatographic 
purification.  The structure of I was confirmed by 1H-, 13C-, 29Si-
NMR analyses, and mass spectrometry.  This Si-surfactant self-
assembles into micelles in the mixture of water and ethanol.  
Dynamic light scattering (DSL) of the surfactant solution showed the 
presence of micelles in the range of 1–3 nm in diameter, but 
primarily 2 nm.  The ethoxy groups at the Si head group were then 
hydrolyzed using acidified ethanol-water solution.  The hydrolyzed 
silanol groups were allowed to self-condense, and any remaining 
ones were reacted with dimethyldimethoxysilane to generate a thin 
silica shell.  Complete hydrolysis was confirmed by 1H-NMR 
analysis, and it was shown that the NMR peaks for –CH3 (1.22 ppm) 
and –CH2– (3.8 ppm) of the ethoxy groups were shifted to those for –
CH3 (1.18 ppm) and –CH2– (3.6 ppm) of ethanol, which was a 
product of the hydrolysis reaction.  This silica shell was structurally 
robust, and the structure remained stable even if the solvent was 
changed.  The inside cavity was created by cleaving the C-N bond by 
reaction with trimethylsilyliodine, which generated the tethered 
propylamine groups inside the silica capsule (Fig. 1b).  Finally, the 
cleaved-off hydrocarbon chains would be removed by dialysis or 
solvent extraction.  DLS analysis revealed that the micelles at all 
stages have a very similar size distribution in the range of 1–3 nm.  
These internal amines are catalytic active sites, can be used to bind 
metal ions, which could be further transformed into metal 
nanoparticles inside the nanospheres. 
 
Siloxane cages 

Siloxane cages can function similarly to zeolite cages.  
However, to our knowledge, there are no reports of controlled 

synthesis of siloxane cages that could result in predetermined 
cavity and access window sizes.  Here, we report the synthesis 
of bicyclic siloxane cages of an arbitrary but controlled size.  
The synthesis method involves stepwise construction of the 
cages, thereby offering complete control on the composition 
and size.  This was accomplished by variation of the length of 
each siloxane branch, and the cage structure can be 
asymmetric.  Figure 2 shows the structures of two examples.  
In each structure, the cavity is defined by three siloxane 
branches.  Cage 1 has two identical branches which have three 
siloxane unit in each, while the third branch has five siloxane 
units.  Cage 2 has all the three branches of different lengths of 
three, four, and five siloxane units.  The structures of the cage 
compounds were confirmed by 1H, 13C and 29Si NMR, mass 
spectra and elemental analysis. Although the mass spectrum of 
cage 1 did not show the molecular ion (m/z 690), the fragment 
of M+-CH3 (m/z 675) was indicative of the desired structure.  
Similarly, the mass spectrum of cage 2 showed a fragment of 
M+-CH3 at m/z 749.  The 13C NMR of cage 1 showed three 
peaks for Me2SiO2 groups at 1.10, 0.90 and 0.69 ppm, and one 
for MeSiO3 at -2.93 ppm.  Cage 2 showed five different 
Me2SiO2 groups in 13C NMR at 1.27, 1.08, 1.03, 0.90 and 0.72 
ppm, and one MeSiO3 group at -2.57 ppm. The 29Si NMR of 1 
shows six peaks at -17.09, -19.54, -20.12, -48.42, -63.94 and -
78.36 ppm in a ratio of 2:1:1:1:1:1, corresponding to two 
identical branches. In cage 2 all the 29Si NMR showed eight 
peaks at -19.49, -19.83, -20.49, -20.56, -21.32, -48.33, -66.65 
and -80.52, indicating an asymmetric structure and all the 
three branches were different.  These cages can be 
functionalized, and methods to do so will be presented. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Molecular structure of Si-surfactant (a) and hollow silica 
nanocapsule internally functionalized with amine (b). 
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Figure 2.  Structures of two siloxane cages (bicyclic siloxane 
compounds) synthesized using a method that permits controlled of 
cage and window sizes. 
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Introduction 

Owing to their remarkable acid properties and their shape 
selectivity, zeolites are the catalysts most employed in refining 
(cracking, hydrocracking, hydroisomerization etc.) and 
petrochemical processes (alkylation, isomerization and 
disproportionation of aromatics etc.). The deactivation of zeolite 
catalysts which is observed during these processes is mainly due to 
the formation of non desorbed heavy secondary products generally 
designated as “coke” or as carbonaceous deposits. The cost of 
catalyst deactivation is often very high and mastering catalyst 
stability has become at least as important as controlling the activity 
and the selectivity. It is why most contributions to the field of 
deactivation (and regeneration) originate in industrial laboratories, 
much of the related data unfortunately remaining proprietary. 
However, academic laboratories contribute significantly to this field 
by developing the basic knowledge on the modes of coke formation 
and deactivation that is indispensable to master catalyst stability. 

In this paper, coking and deactivation of acid zeolite catalysts 
are described, the aim being to use this description for modelling 
realistically the deactivation by coking of zeolite catalysts and even 
of all the porous acid catalysts. Indeed, their regular pore system 
makes of zeolites excellent models for understanding the effect of the 
catalyst characteristics and of the operating conditions on the rate of 
coking and on the deactivating effect of coke. Moreover the 
reactions, coking included, occur essentially within the molecular-
size channels and cages, with as a consequence a steric limitation of 
the growth of coke molecules by the walls of these nanoreactors 
Therefore, coke molecules are not very bulky and the composition of 
coke can be quantitatively established. 
 
1. Characterization of carbonaceous deposits 

Part of the non desorbed reaction products which are responsible 
for zeolite deactivation are not polyaromatic, hence cannot be 
designated as coke. Therefore, to avoid any confusion the terms 
carbonaceous deposits or coke between inverted commas (“coke”) 
will be applied here to all the non-desorbed products, polyaromatic 
or  non-polyaromatic. 

The characterization of carbonaceous deposits is still often 
limited to the amount and to their elemental composition. In the case 
of hydrocarbon transformations, the hydrogen to carbon ratio (H/C) 
is determined by quantitative analysis of CO2 and H2O resulting from 
“coke” combustion, sometimes coupled with the determination of the 
oxygen consumption. The degree of “coke” aromaticity can be 
estimated from the H/C values. Generally the longer the time-on-
stream and the higher the reaction temperature, the lower H/C hence 
the higher the degree of aromaticity. 

Spectroscopic techniques : infrared (IR), Raman, ultraviolet and 
visible spectroscopy (UV-VIS), electron spin resonance (ESR), 
carbon 13 nuclear magnetic resonance (13C NMR) etc. are often used 
for determining the chemical identity of the “coke” components 
(1,2). With 13C NMR, stable carbocation intermediates can also be 
detected (3). These techniques have the advantage of not modifying 
the “coked” catalysts which can therefore be characterized 
successively by several of them (4). Most of the studies have been 

carried out under static conditions. However, systems in which the 
deposition of the carbonaceous materials can be observed on the 
working catalyst have been developed. In particular, IR flow reactor 
cells with on-line analysis of the reaction products by mass 
spectrometry or gas chromatography are now currently used. In 
addition to information on the nature of the carbonaceous deposits, 
this operando technique can allow to specify the interaction between 
the deposits and the active sites (e.g. hydroxyl groups) and their 
effect on the activity and selectivity. Unfortunately, this technique 
leads often to limited information on the nature of carbonaceous 
deposits because of their complexity and of the difficulty to assign 
unambiguously an IR band to a particular species. 

The only way to determine the chemical composition of 
carbonaceous deposits (i.e. the complete distribution of their 
components) is to totally separate them from the catalyst and then to 
analyze them by appropriate techniques (5). Such a method was 
developed for specifying the composition of “coke” formed during 
the transformations of various organic compounds, mainly 
hydrocarbons and oxygenated compounds over zeolite catalysts (6). 
In the first step, the carbonaceous compounds are liberated from the 
zeolite by dissolution of the aluminosilicate matrix in a hydrofluoric 
acid solution (40 %) at room temperature. In the second step, the 
soluble components are extracted by CH2Cl2 as a solvent and the 
non-soluble components are recovered. Blank tests with samples of 
an inert solid (SiO2) impregnated with very reactive compounds 
show that the treatment with the acid solution causes no chemical 
changes of the carbonaceous compounds. The chemical identity of 
the components soluble in CH2Cl2 can be determined using IR, UV-
VIS, H and 13C NMR, etc. while their developed formula can be 
deduced from GC MS and GC/MS experiments. 

Unfortunately, it is impossible to establish the chemical 
composition of the insoluble fraction which consists of very 
polyaromatic compounds (coke). The characterization of this coke is 
often limited to its elemental composition. Various physical 
techniques can however be used. Thus, through transmission electron 
microscopy (TEM) coupled with electron energy loss spectroscopy 
(EELS), it was shown that with HZSM5 and HOFF, the structure of 
insoluble “coke” was similar to that of coronene (pregraphitic), while 
with USHY it was more like that of pentacene (linear polyaromatic) 
(7). The distribution in mass of the insoluble “coke” components can 
also be established by laser desorption/ionisation time-of-flight mass 
spectroscopy (LD-MALDI-TOF-MS) (8). 

 
2. How to minimize the rate of coking 

2.1 Modes of “coke” formation.  The modes of formation of 
carbonaceous deposits (“coke”) during the transformation of 
hydrocarbons over acid catalysts were recently described (2). “Coke” 
results from the transformation of reactant(s), reaction products, 
impurities of the feed through various successive steps most of them 
bimolecular : condensation, hydrogen transfer, etc. (2). Therefore, 
the rate of coking depends on the parameters which usually affect the 
rate of catalytic reactions namely : a) the characteristics of the 
hydrocarbon reactant-active site couple ; b) the characteristics of the 
zeolite pore structure : in particular the size and the shape of the 
cages (or channel intersections) in which are located the acid sites ; 
c) the operating conditions : temperature, pressure, reactant 
concentration. 

However, “coke” has the peculiarity of being a non-desorbed 
product. Therefore, its formation , besides the reaction steps requires 
the “coke” molecules to be retained inside the zeolite pores or non 
the outer surface of the crystallites. This retention occurs because  
“coke” molecules are not volatile enough to be eliminated from the 
zeolite under the operating conditions or because their size is greater 
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than the pore aperture (trapping in the cages or at channel 
intersections). 

The composition of “coke” formed from various reactants on 
various zeolites shows that the first cause of retention is predominant 
at low temperatures (≤ 200°C), the second one at temperatures ≥ 
350°C (9). Thus at 120°C, “coke” formed during propene 
transformation over a HMFI zeolite is constituted of C10-C35 alkanes, 
alkenes and dienes with a kinetic diameter (4.3 Å) lower than the 
micropore diameter (~ 5.5 Å) and with a boiling point (175-480°C) 
higher than the  reaction temperature. In contrast, at 450°C, the 
soluble “coke” molecules (which are the only “coke” molecules up to 
4 wt % coke) : polymethylbenzenes, naphthalenes, fluorenes and 
pyrenes have a boiling point lower than the reaction temperature but 
a kinetic diameter larger than the micropore diameter. However, 
these molecules are not located on the outer surface of the MFI 
crystallites. Indeed although soluble in CH2Cl2, they cannot be 
recovered in this solvent by soxhlet treatment of the coked zeolite. 
Therefore, these molecules are trapped within the MFI zeolite 
micropores and most likely located at the channel intersections which 
are enough large (8.5 Å ∅) to accommodate them (see for instance 
Fig. 1). For “coke” contents higher than 4 wt % insoluble “coke” 
appears at the expense of soluble “coke” molecules. Therefore 
insoluble “coke” molecules results from the growth of soluble “coke” 
molecules hence have a part of their skeleton located within the 
zeolite micropores ; the other part overflows onto the outer surface of 
the zeolite crystallites (7). 

 

 
 
Figure 1. Location of the bulkiest soluble coke molecule 
(methylpyrene) formed from hydrocarbons at 450°C within the 
micropores of a HMFI zeolite. 
 

2.2 Pore structure and “coking” rate.  At high temperatures 
i.e. in the range of temperatures corresponding to most of the refining 
and petrochemical processes, the pore structure is the main parameter 
which determines the composition and the rate of “coke“ formation 
(9) : coking is a shape selective process. The size and the shape of 
channels, cages or channel intersections determine the shape and the 
maximum size of the “coke” molecules which are trapped inside, 
their minimum size being determined by the size of the micropore 
apertures. Furthermore, the greater the difference between the size of 
channels, cages or channel intersections and the size of the pore 
apertures the easier the trapping hence the faster the formation of 
“coke”. Thus the formation of “coke” during n-heptane 
transformation at 450°C was found to be ~ 103 times faster with 
HERI which has trap cages (i.e. large cages (15.1 x 6.5 Å) with 
small apertures (3.6 x 5.2 Å)) than with HMFI in which the channel 
intersections (8.5 Å ∅) are only slightly larger than the micropore 
diameter (~ 5.5 Å).  

 
2.3 Acidity and “coking” rate.  The rate of coking and the 

selectivity to coke (for instance the coking/desired reaction rate ratio 

C/P) depends a lot on the strength and density of the acid sites. 
Thus, the rate of “coke” formation during n-heptane cracking at 
450°C on USHY exchanged by sodium cations and the 
coking/cracking rate ratio (C/P) decrease significantly with 
increasing sodium content, which can be attributed to both a decrease 
in the strength and in the density of the acid sites. The positive effect 
of the density of the acid sites on the C/P ratio is clearly 
demonstrated in the case of dealuminated HY zeolites having similar 
acid strength (10). Moreover, this ratio is greater when the 
dealuminated Y samples present extra-framework Al species with a 
Lewis acidity, which has been related to an increase in the strength of 
the protonic sites caused by their interaction with these Lewis species 
(11). 

 
2.4 Operating conditions and coking rate.  On acid zeolites, 

coking occurs rapidly from alkenes and polyaromatics or from 
reactants which can be rapidly tranformed into these coke-maker 
molecules (12). On the other hand, it occurs slowly from the 
reactants such as linear akanes or monoaromatics whose 
transformation into alkenes or polyaromatics is slow. Thus, at 450°C 
on a USHY zeolite, coking occurs more or less at the same rate from 
propene, cyclohexene and methylnaphthalene ; it is slightly slower 
from cumene which cracks easily into benzene and propene, 10 times 
slower from toluene and n-heptane and 100 times slower from 
benzene. Moreover, from n-heptane and cumene, coke appears as a 
secondary product resulting from the transformation of the olefinic 
primary products.  

During the transformation of alkenes (propene, cyclohexene ec.) 
on various zeolites, there is a minimum in the change of the coking 
rate with the reaction temperature T. This complex behaviour can 
be related to the fact that both the  nature of the chemical steps 
involved in “coke” formation and the cause of trapping within the 
micropores change with T. From n-heptane, the rate of “coking” 
increases with T hence with the rate of cracking into alkenes which 
are coke-maker molecules. 

The rate of coking increases generally with the reactant 
pressure. Thus in m-xylene disproportionation on  mordenites the 
coking rate and the coking/disproportionation rate ratio for Pm-xylene = 
0.2 bar were about 2 times greater than for Pm-xylene = 0.06 bar. The 
use of hydrogen in the feed was found to decrease the formation of 
“coke” and to improve the zeolite stability for typical reactions of 
acid catalysis such as toluene and cumene disproportionation (13). 
The effect is generally more pronounced when hydrogen is used at 
high pressure or activated by redox compounds. Obviously, the 
formation of “coke” is still more significantly reduced when there is 
a change from an acid to a bifunctional mechanism. 

 
2.5 General rules for  limiting the formation of coke.  From 

the effect the zeolite characteristics and the operating conditions have 
on the rate of coking, general rules can be set up for limiting the 
formation of coke (Table 1). 
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Table 1. General Rules for Limiting the Formation 
of “Coke” (11) 

 
Choice and adaptation of the pore structure 

Space available near the active sites : large enough to allow the 
main reaction but narrow enough to limit the formation of “coke” by 
steric constraints 

Diffusion path (size of the pore apertures, of the crystallites, etc.) 
allowing a rapid diffusion of “coke” precursors (in particular, no trap 
cages) 
Adjustment of the acidity 

Lowest density and weakest strength of the acid sites necessary 
for the selective formation of the desired products 
Choice of the operating conditions 

Conditions avoiding the formation of coke-maker side products 
(alkenes, polyaromatics) 

Use of hydrogen (under pressure and/or activated by redox 
compounds) for reducing the concentration in “coke” precursors. 
 
3. How to minimize the deactivating effect of “coke” 

The number of “coke” molecules can be drawn from the amount 
and composition of “coke” hence the deactivating effect of “coke” 
molecules DK (and not only the deactivating effect of “coke”) can be 
determined. This was done for n-heptane cracking at 450°C on 
protonic zeolites with different structures : monodimensional or 
tridimensional – small, average or large pore apertures – tubular or 
with cages. Table 2 shows that the DK values estimated initially and 
at complete deactivation depend very much on the zeolite (9).  
 

Table 2. Deactivating Effect (DK) of “Coke” Molecules Formed 
during n-heptane Cracking over Protonic Zeolites. DK is the 

Number of Protonic Acid Sites that one “Coke” Molecule 
Renders Inactive. A : Initial Values ; B : Values at  

Complete Deactivation. 
 

Zeolite A B 
FAU 5 1.3 
MOR 25 7.5 
MFI 0.25 1.0 
ERI 30 7.0 

 
This wide-ranging effect of the pore structure leads us to define four 
modes of deactivation instead of the two (site coverage and pore 
blockage) which are generally proposed. Deactivation could be due 
to : (a) a limitation of the access of the reactant to the active sites of a 
cage or a channel intersection in which is located a “coke” molecule, 
or (b) a blockage of the access ; (c) and (d) a limitation or a blockage 
of the access of the reactant to the active sites of cages, of channels 
intersections or parts of channels in which there are no “coke” 
molecules. 

In modes a and b, the limitation or the blockage are either due to 
steric reasons, namely the diffusion of the reactants in the cage or at 
the channel intersections is limited or blocked, or chemical reasons – 
the “coke” molecules are reversibly or quasi-irreversibly adsorbed on 
the acid sites (site coverage). With these modes, the deactivation of 
the zeolite is generally limited since only the sites located in the 
cages or at the channel intersections (often only one site) are partially 
or totally deactivated. 

Modes c and d correspond to what is generally called pore 
blockage. With these modes the deactivating effect of the “coke” 
molecules is very pronounced, because a large number of active sites 
are generally located in the inner pores. 

With tridimensional zeolites having no trap cavities such as 
FAU and MFI, only site coverage (modes a and b) can be observed at 

low “coke” content while pore blockage appears at  high “coke” 
content caused by coke molecules overflowing on the outer surface 
of the crystallites (Fig. 2).  
 

0
X

X

a b d  
 
Figure 2. Modes of deactivation of a MFI zeolite. a and b : site 
coverage ; d : pore blockage. 
 
Therefore, with HMFI whose acid sites are of identical strength the 
greater the “coke” content the greater the deactivating effect of 
“coke” molecules. The situation is more complex when the acid sites 
of the zeolites are of different strengths as is the case with HFAU 
zeolites. Indeed, the strongest acid sites, hence the most active, are 
the first to be deactivated, resulting in a large apparent deactivating 
effect of the “coke” molecules at low “coke” content (5). 

With monodimensional zeolites such as HMOR or with 
zeolites presenting trap cages (large cages with small apertures) such 
as HERI, the deactivation occurs only through pore blockage. With 
HMOR, one “coke” molecule located in a large channel is able to 
block the access of the reactant to all the active sites located in this 
channel resulting in a large deactivating effect of the “coke” 
molecules. This large deactivating effect is also observed with HERI 
because the “coke” molecules initially formed, located inside the 
cages near the outer surface, limit and then block the access of the 
reactant to the inner cages (5). 

Therefore, the pore structure of the zeolite is the main parameter 
which determines the deactivating effect of “coke” molecules. 
Hence, only tridimensional zeolites without trap cavities could be 
used as catalysts for reactions in which “coke” can be rapidy formed 
because of the presence of coke-maker molecules and operating 
conditions favouring “coke” formation. However, monodimensional 
zeolites or zeolites with trap cavities could be stable catalysts for 
processes in which the formation of “coke” is very slow. A typical 
example is n-hexane isomerization on a bifunctional PtHMOR 
catalyst. Modifications of the pore structure can also significantly 
decrease the deactivating effect of “coke” molecules. This has been 
shown, in particular, for the transformation of methanol to olefins on 
HMOR catalysts ; the deactivating effect of “coke” molecules is 
much lower (> 10 times) in dealuminated samples because 
mesopores created by dealumination allow a quasi-tridimensional 
diffusion of reactant molecules (14). 

Besides the pore structure, the operating conditions can also 
affect, though indirectly, the deactivating effect of “coke” molecules. 
With operating conditions favouring a rapid formation of “coke”, 
“coke” molecules will be formed and deposited in the pores of the 
outer  part of the zeolite crystallites even if the zeolite is not 
monodimensional and has no trap cavities. These “coke” molecules 
block the diffusion of the reactant molecules to the acid sites of the 
core of the crystallites, with a large deactivating effect of “coke” 
molecules. This shell blockage was shown in methylnaphthalene 
transformation on a USHY zeolite. 

Some general rules allowing to minimize the deactivating effect 
of “coke” are indicated in Table 3. 
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Table 3. General Rules for Minimizing the Deactivating 
Effect of “Coke” (11) 

 
Choice (or adaptation) of the pore structure : Tridimensional zeolites 
without trap cages (large cages with small apertures) must be 
employed 
Adjustment of the acidity : Homogeneous distribution in strength of 
the acid sites 
Choice of operating conditions avoiding shell blockage 
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Introduction 

Zeolites are crystalline microporous materials that have found a 
wide range of use as catalysts, molecular sieves, and ion exchangers.  
A typical example is ZSM-5, used as a cracking catalyst in the 
refinement of crude oil.  Essentially all refinement of petroleum 
occurs through fluid catalytic cracking with a H-ZSM-5 zeolite 
catalyst. Essentially all reforming occurs with zeolitic catalysts, 
typically H-ZSM-5 or faujasite-type structures. A significant fraction 
of air separation into N2 and O2 occurs via a process involving the 
zeolite Li-X. Roughly 25% by weight of the powdered laundry used 
in washing machines is the zeolite Na-A, which softens the water for 
low-phosphate detergents. Finally, zeolites are widely used in 
remediation applications. For example, victims of the three-mile-
island accident were fed ion-exchange zeolites to remove radioactive 
traces of 127Cs and 90Sr. 

Zeolites continue to be synthesized at a furious pace. The major 
current limitation of our ability to synthesize zeolites with tailored 
properties is an incomplete understanding of the fundamental steps 
that occur in zeolite synthesis, which is normally carried out at 
hydrothermal conditions.  Important factors that determine which 
zeolite will be made include the Si/Al ratio, the alkalinity, the cation 
species, and the presence of templates.   A significant amount of 
experimentation, including NMR spectroscopy, X-ray diffraction, 
and neutron scattering, has been done in an effort to characterize the 
growth kinetics of zeolites yet the mechanism of nucleation is still 
not fully understood.  One of the difficulties arises from the 
accessible length scale in experiments. NMR is able to provide 
information on the 0.5-1.0~nm scale. Diffraction, on the other hand, 
is limited to providing detailed information on the 5~nm and above 
length scale.  The nucleation process falls, unfortunately, within this 
gap and is difficult to be identified directly. High temperature 
calorimetry provides thermodynamic data but no direct structural 
information. Recently, it has been possible to access the nucleation 
scale with a combination of electron microscopy, X-ray, and neutron 
diffraction methods. A working hypothesis formed is that, at least for 
template-mediated synthesis of ZSM-5, the nucleation event involves 
roughly 8 disordered unit cell precursors aggregating into a ``primary 
unit''.  This aggregate forms the nucleation core, to which additional 
units are added. It is unclear whether the larger 5-10~nm globule is 
already crystalline or is amorphous. As the globule grows, a small 
crystallite begins to form. This type of nucleation on the length scale 
of a few unit cells is consistent with typical nucleation behavior of 
other electrolytes in aqueous media. In particular, the primary unit 
size for ZSM-5 is roughly 2 unit cells ona side, consistent with the 
nucleation scale of 2-3 unit cells for typical electrolytes condensing 
in aqueous media. Further support is provided by the observed 
primary unit size of 2.6 nm for zeolite beta (unit cell of 1.3 x 1.3 x 
2.4 nm) and 1.6 nm for zeolite SOD (unit cell of 0.9 x 0.9 x 0.9 nm). 
These primary units were not detected under conditions for which no 
zeolite was formed (i.e., without template). The concentration of 
primary units decreased as the initial stages of nucleation and growth 
took place. All of these data show the strong correlation between the 
presence of the primary units and the rate of nucleation. This 
hypothetical mechanism for ZSM-5 synthesis, however, has not been 
unambiguously demonstrated to be correct. 

The hypothetical zeolite nucleation event involves few enough 
atoms that it may be investigated computationally. Molecular 
dynamics has been used to examine the early stage of the 
polymerization process of silicate ions in aqueous solution.  This 
dynamical approach yields important information of the reaction 
mechanism, but is limited to the case where the system is well above 
the saturation concentration and the free energy barrier is low. 
Methods that can investigate the nucleation event for simple solids 
have recently been developed.  Related methods have been 
developed in the context of ion-induced aerosol nucleation.  These 
methods make use of transition state theory, and so they avoid the 
time-scale problems associated with a direct simulation of the 
nucleation event. 

As a first step towards fundamental understanding of the zeolite 
nucleation process, we present here a Monte Carlo study of silicate 
solutions, using a model with explicit Si and O atoms.  We aim at 
constructing an equilibrium distribution of clusters that provides the 
free energy barrier of nucleation.  Novel reactive moves that alter the 
connectivities of the silicate clusters, as well as other Monte Carlo 
moves, are used to equilibrate the system.  No a priori building 
blocks are assumed in the simulation. Experimentally known features 
of aqueous silicate solutions are used to calibrate the model.  We 
analyze the structure of the clusters found in the silicate nucleation 
process, and we compare the results with known zeolite structures. 

 
Discussion 

Using an atomic-scale model for silicate solutions, the 
nucleation process during zeolite synthesis in the absence of a 
structure directing agent is investigated [1].  Monte Carlo schemes 
are developed to determine the equilibrium distribution of silicate 
cluster sizes within the context of this model. How the nucleation 
barrier and critical cluster size change with Si monomer 
concentration is discussed. Distance and angle histograms as well as 
ring size distributions are calculated and1 compared with known 
zeolite structures. The free energies of critical clusters are compared 
with those for small clusters of alpha-quartz. The barriers to 
nucleation are estimated to be on the order of 100 kT, and the critical 
cluster size is estimated to be between 25 and 50 silicons. 
Interestingly, the nucleation behavior is rather sensitive to the Si 
concentration in and the pH of the solution, in accord with 
experimental experience. Structural analysis shows the results 
reproduce physical properties of condensed phases of silica, such as 
the distance distribution and topological features. The smooth 
distribution of ring sizes suggests the cluster is amorphous up to 200 
silicons. 

We also survey the size and flatness of rings that occur in 
known zeolites and also in a set of hypothetical structures [2].  The 
results suggest that 16-membered rings, while rarely observed in 
zeolites, are not unique and should be thermodynamically accessible.  
Conversely, the results also show that rings of a given flatness, or 
planarity, become exponentially less likely as ring size increases.  
We compare the geometry of rings in known zeolites with the 
geometry of unconstrained rings as determined from Monte Carlo 
simulation.  The rings that occur in zeolites are flatter than 
unconstrained rings due to the constraints imposed by the crystal.  
The thermodynamic factors that determine the flatness of rings in 
crystals is investigated by using a reverse umbrella sampling 
technique.  Interestingly, the energy required to bring rings from an 
unconstrained state to the crystalline flat state is roughly 5 kJ/mol-Si, 
which is similar to the range to stabilities observed for zeolites and 
also to the range of interaction energies between zeolites and 
structure directing agents.  Our results suggest that the main 
stumbling block in the formation of large pores is not 
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thermodynamics but rather identification of a suitable organo-cations 
as templating agents. 

We discuss creation of a hypothetical zeolite database.  Each of 
the 230 space groups is examined for hypothetical structures 
consisten with ZEFSAII energetics [3].  Unit cell parameters are 
varied within typical values (a, b, c, alpha, beta, gamma) as are unit 
cell densities. 
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Introduction 

The petroleum refining industry has been required to 

upgrade more and more heavy oil especially the residue with the 

decrease of light fraction content in crude oil and the great 

increase of the demand for light fuel oils, such as gasoline and 

diesel oil. However, due to the large molecular size of the residue, 

the diffusion of the residual molecules inside the FCC catalysts 

becomes an important factor that limits the catalyst activity and 

selectivity. The ideal residue FCC catalyst should have 

macropores and the macropore structure of catalyst matrix should 

be accessible for primary cracking of the large hydrocarbon 

molecules so that the forming smaller molecules can transfer into 

zeolite channels and further convert to value added product over 

zeolites sites. Described in this paper is a primary study on the 

synthesis of macro porous FCC catalysts using the polystyrene 

particles as template and their residual catalytic cracking 

performance. 

  

Experimental 

In a typical synthesis, the precursor gel was prepared by 

mixing sodium silicate, dilute sulfuric acid , sodium aluminate 

and distilled water with stirring. The prepared FCC catalyst 

consisted of amorphous 85Wt%Al2O3-SiO2 and 15Wt% REUSY 

and the particle size of the catalyst is 0.3~0.45 mm. In addition, 

the catalyst with macropores was introduced 55Vol% polystyrene 

spheres in the preparation. The polystyrene particles were 

removed from the catalyst through burning in air at 550

℃.REUSY was offered by Zhoucun catalyst factory and the 

other chemicals were purchased from the market. The fluid 

catalytic cracking reactions were performed in a fixed bed micro 

reactor using Daqing atmospheric residua as the feed stock at the 

temperature of 500℃. 

Results and Discussion 

The introduction of polystyrene spheres as template is aim 

to enhance the quantity of macropores of catalyst system, which 

reduce the diffuse resistance of large hydrocarbon molecules in 

catalyst pores. And the macropore diameter of catalysts can be 

precisely controlled by size of polystyrene spheres. The pore 

structure of the catalysts was characterized by BET and SEM. 

The features of Catalyst with macropores were showed figure (a) 

and (b). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.SEM feature of catalyst with macropores (a) and (b) 

introduced by the PS template 
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Table 1* MAT result of cracking catalysts※ 

No. Cat-1① Cat-2②

H2 0.036 0.061 

C1～C2 0.873 1.469 

LPG 5.41 12.01 

Gasoline  36.12 53.29 

Diesel 24.24 18.66 

>350℃ oil 27.43 4.98 

Coke 6.133 9.525 

※ The ratio of oil to catalyst is 3.2 

① Cat-1 none template was used in the preparation 

② Cat-2 the template diameter was 93nm 

*  The reaction temperature was 500℃ 

 

 The experimental results showed that, the yield of gasoline 

was nearly 15Wt% high than the catalyst in whose preparation 

polystyrene particles were not used as template, and the yields of 

LPG increased 7.6 percent when the size of the PS template was 

93nm. As the ratio of catalyst to oil increased, more LPG and C4
= 

were obtained, while the yield of gasoline and diesel have a 

maximum. 
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Introduction 

Commercial catalysts and catalyst supports are complex and 
high surface area materials. Although widely used and widely 
investigated, the catalytic activities of these materials are difficult to 
understand. Fundamental studies on single crystalline materials, both 
theoretical and experimental, have made significant contributions to 
catalytic science. However, the lack of fundamental understanding of 
the catalytic activities in high surface area catalysts limits the 
development of effective catalysts for novel applications. In the last 
few years, great progress has been made in the designing and 
synthesis of tailored nanostructured materials. This paper summaries 
our recent efforts to control properties and structures of high surface 
area materials, from the molecular level to nanometer scale, and to 
macroscale. We hope that these new materials will make a significant 
contribution to the development of novel catalysts and to the 
fundamental understanding of catalytic properties of high surface 
area catalysts. 
 
Experimental 

The high surface area materials discussed here are based on a 
surfactant templated approach.1 Surfactant molecules co-assemble 
with the inorganic materials into sophisticated nanoscale structures 
through favorable molecular interactions.2  The resultant nanoscale 
materials have extremely high surface area. Not only the scale of 
ordering (from 1.5 nm to 30 nm) and the crystalline symmetry 
(hexagonal, lamella, cubic, etc.) can be controlled, the morphology of 
the particles can be also varied.  

The chemical activity is introduced into the porous materials 
through surface functionalization.3 Several approaches have been 
used to incorporate functional groups and molecules into nanoporous 
materials.4 Direct silanation of partially hydroxylated mesoporous 
silica depends on the population density of hydroxyl groups existing 
on the surface.5, ,6 7 High density self-assembled molecular 
monolayers can be constructed by purposely introducing physically 
adsorbed layers of water molecules before silanation.8 Alternatively, 
co-condensation is a one-step process in which the functional 
molecules were incorporated into the framework during the 
preparation of the mesoporous materials.9

A molecular lithography10,11 process was developed from a 
molecular imprinting technique12 to create molecular architecture in 
the molecular monlayers. This process  produces heterogeneous, 
multifunctional  molecular monolayers. Template molecules of 
controlled sizes and shapes, such as triangular (tripods), linear 
(dipods), and point cavities were deposited onto the nanoporous 
substrate. Long-chain molecules were then deposited on unoccupied 
surface of the silica substrates. Subsequently, the template molecules 
were selectively removed from the substrates to leave the desired 
cavities in the monolayer coating.  

To form large ordered nano- and macroporous structures, we 
used a combination of self-assembly and controlled crystal growth. 
Hybrid silanes and bridged organic silsesquioxanes were used as the 
starting materials.13-17

1314151617 Inagaki et al. already prepared well-defined 
hybrid mesoporous crystals using 1,2-bis(trimethoxysilyl)ethane 
(BTME) as a silica source and hexadecyltrimethylammonium 
chloride (CTAC) as a surfactant.18 Here we use BTME along with 

CTAC to create a new class of supported hierarchical nanoporous 
crystals through heterogeneous nucleation and growth.19  
 
Results and Discussion 
 Figure 1a is a TEM image of the hexagonal nanoporous structure. The 
amazing ordering of the self-assembled periodic nanostructures has 
been extensively illustrated in the literature, such as the three-
dimensional cubic structures reported in the literature, SBA-6 and 
SBA-16.20,21  

 
Figure 1.  Self-assembled porous materials with multiscale ordering. 
(a) Hexagonally ordered nanopoorus silica. (b) Self-assembled 
monolayers on nanoporous silica. (c) Microcavities with controlled 
sizes and shapes created by molecular lithography within self-
assembled monolayers. (d) Octahedral crystals made of self-
assembled nanoporous silica. (e) Secondary crystals made of 24 
individual octahedral crystals. (f) Tertiary structures made of 
individual octahedral crystals. (g) High order structures made of 
individual octahedral crystals. 

 
Self-assembled monolayers on nanoporous supports provide 

new opportunities to tailor the pore size and surface chemistry on a 
molecular scale (Figure 1b). Key material parameters can be adjusted 
and independently evaluated. (1) Pore channel size. The actual pore 
channel spacing is determined by the pore size of the support and the 
chain length of functional molecules on the surface. Therefore, the 
pore channel sizes will be varied from Ångstrom level to nanometer 
scale by adjusting the pore size of the support and the molecular size 
of the functional groups. (2) Stereochemical interactions. This 
stereochemical relationship can be adjusted by manipulating the 
arrangement of the functional groups on the surface (for example, the 
population density or chain length). (3) Functionality of the surface 
groups. The functional groups, as well as their spatial distribution, 
can be substituted and tailored for a particular application. 
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Furthermore, the molecular lithography technique allows us to 
create controlled three dimensional architectures within the 
mon

ntrolled nucleation and growth. 
Figu

be constructed through multiple and self-similar 
grow

wth (Figure 1g). These large crystals are 
rema

general solution based approaches to 
 control the crystal shape, morphology, surface and 

inter

and 
Development Program (LDRD), and by the Division of Materials 

Scie

olayers (Figure 1c). By properly choosing the template 
molecules, the size and shape of the cavities can be systematically 
varied. Zeolite-like properties, such as size and shape selective 
adsorption and selective catalysis have been demonstrated. The 
microcavities on the monolayer coatings showed excellent size and 
shape selectivity during adsorption studies. In addition, we can take 
advantage of the conformational changes of the long-chain molecules 
in the monolayer coating to regulate the accessibility of the 
microporous cavities in the monolayer. Tunable access is a highly 
sought-after property and is usually observed in biomembranes, but 
not in inorganic microporous materials. The microcavities are fully 
accessible in the open position and partially accessible or 
inaccessible in the closed position. 

On the micrometer scale, well-defined and oriented nanoporous  
crystals were formed through co

res 1d shows the primary 5 µm octahedral crystals formed by the 
{111} planes of the cubic phase.  These crystals are rather uniform in 
shape and size (12 µm wide here). Low angle X-ray diffraction 
(XRD) and transmission electron microscopy (TEM) indicate that 
these crystals have a cubic structure (Pm3n, ao = 98 Å) as reported in 
the literature.   

Hierarchically ordered large crystals and open macroporous  
structures can 

th. The new self-assembled crystals add to the existing crystals 
during multiple growth processes. Figure 1e shows a commonly 
observed rosette-like, secondary structure viewed from different 
angles, indicating that these crystals are stacked structures made of 
primary octahedral subunits. The secondary structure is about 11 µm 
in width, two times the size of the primary structure, and is based on 
a quartet-octahedron model with 24 edge-sharing octahedral primary 
subunits. The large crystal contains four surfaces made of six 
subunits and six corners made of four subunits. Figure 1f shows the 
tertiary octahedral structures containing three subunits on each side. 
The width of the tertiary structure is 16 µm, roughly three times the 
size of the primary crystal. 

On a much large length scale, high order structures can be 
derived by edge-sharing gro

rkable in several ways. First, these structures are not close 
packed and contain large empty spaces (macroporosities), but they 
still have almost perfect octahedral shapes. Second, the octahedral 
subunits in the large structure are all about 5 µm in size and are fairly 
uniform.  These subunits are also well aligned throughout the crystal 
by edge sharing. Finally, the high order octahedral crystals are also 
rather uniform in size.  

Conclusions 
We developed 

systematically
facial properties. The control morphologies may allow us to 

control the reactions on specific model surfaces or interfaces in 
model high surface area crystals. We discussed our efforts to control 
the properties of the materials over multiple length scales. Self-
assembled monolayers in the nanoporosity enabled us to obtain 
molecular level control of the active groups on the surfaces, and 
provided the opportunity to create complex architectures on 
molecular and nanometer scale. On large length scales, we are 
developing techniques to form uniform and well-defined crystals, and 
construct true hierarchical superstructures from such self-assembled 
crystals with long range ordering and uniform macroporosities.  
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Introduction 

Knowledge about health impacts of particulate matter (PM) 
grows proportionally with the development of analytical and 
toxicological techniques and the links between them. Currently, PM 
toxicity is mainly studied for inorganic species and nonpolar 
organics. Only recently has a possible contribution from polar 
organics been recognized because of the analytical difficulty in 
purifying and identifying polar fractions and the necessity to employ 
more than one organic solvent to extract a wide polarity range of PM 
organics.1 

The advantage of hot pressurized (liquid) water (under sufficient 
pressure to maintain it in the liquid state) is based on a change in 
water’s polarity by a simple temperature increase. Heating water 
from 25° to 300°C decreases water’s polarity, expressed as a 
dielectric constant (from 78 to 20).1, 2 In contrast to hot pressurized 
water, a polar solvent such as methanol has a dielectric constant of 
30. The practical use of controlling water’s polarity with temperature 
is related to the ability to solubilize various organic compounds. 
Thus the change in solubility with increasing temperature was 
exploited for sequential extraction of phenols, PAHs, and alkanes 
from petroleum waste sludge.3  

Therefore, the aim of this work was to employ hot pressurized 
water for the extraction and fractionation of organic PM, estimate the 
importance of the resulting fractions with three in vitro assays, and 
compare the toxicity of the fractions to gas chromatographic/mass 
spectrometric (GC/MS) characterization.  
 
Experimental 

Sample Material.   Bulk diesel exhaust PM was collected from 
the exhaust pipe of a diesel bus. Two samples of diesel exhaust PM 
were generated with and without 5% diethyl carbonate oxygenate. 
Bulk wood smoke PM was collected from a chimney that vented an 
airtight wood stove burning a mix of hardwoods.4 Fifty-milligram 
portions of each material were used for all extraction experiments. 

Extraction. The hot pressurized water extraction was performed 
in an apparatus previously described in detail.5 In brief, the extraction 
system consisted of an ISCO model 100D syringe pump delivering 
water at a constant flow rate of 0.5 mL/min to a preheating coil and 
extraction cell mounted in a gas chromatograph oven. At the outlet of 
the extraction system, outside of the oven, a valve was placed to 
maintain the system pressure, ensuring that the water was in the 
liquid state at all temperatures. The extracts were collected into ice-
cooled vial to prevent sample loss. 

Toxicity assays. Three in vitro toxicity assays were performed.   
Bacterial genotoxicity assay SOS chromotest was based on the 
production of β-galactosidase enzyme.1 The oxidative stress assay 
was based on the glutathione (GSH) depletion in macrophages (RAW 

264.7) determined with monochlorobimane probe.6 The cytotoxicity 
assay was monitored using lactate dehydrogenase (LDH) activity. 

 
Results and Discussion 

The comparison of fractions collected at different temperatures 
showed higher genotoxicity in midpolar fractions of diesel exhaust 
PM corresponding to the presence of nitropyrene and other 
nitroPAHs. Interestingly, adding diethyl carbonate oxygenate to a 
reference diesel fuel at a blend level of 5% resulted in increased 
genotoxicity of diesel exhaust PM (Figure 1). In addition, the 
different distribution of genotoxicity in fractions of diesel with 
oxidizer (extracted at 150°–200°C) and reference diesel (extracted at 
250°C) suggests the occurrence of different genotoxic components. 
 
 

 
 
Figure 1.  The direct genotoxicity of a wide-polarity range of 
fractions from diesel exhaust PM generated with (black bars) and 
without (clear bars) the presence of diethyl carbonate. Induction 
factor (IF) is defined as a ratio of β-galactosidase (a marker of DNA 
damage) and alkaline phosphatase (a marker of protein synthesis). 
Each fraction was diluted 1/50. *significant increase in genotoxicity.  
 

The oxidative stress was evaluated based on glutathione (GSH) 
depletion, which is major antioxidant in lung tissues, and cytotoxicity 
to macrophages. For diesel exhaust PM, significant GSH depletion 
was observed in the nonpolar PAH fraction but also (unexpectedly) 
in the polar fractions (extracted at 50°–100°C), possibly 
corresponding to dicarboxylic acids.7 For wood smoke particulate, 
midpolarity and nonpolar fractions exhibited more pronounced GSH 
depletion, which may be caused by methoxyphenols dimers, 
oxyPAHs, and PAHs.  
 
Conclusions 

In summary, the results indicate the toxicological importance of 
polar air particulate fractions, which have been neglected in previous 
studies employing non- or slightly- polar organic solvents. Moreover, 
this work demonstrates the potential of hot pressurized water to 
selectively extract polar and nonpolar species for toxicological 
testing. Finally, diesel emissions generated from different fuels or 
from fuels containing different additives may have different health 
and environmental impacts. 
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Introduction 

Diesel soot is believed to be a major constituent of airborne 
particulate matter (PM) and held partially responsible for global 
climate change and adverse health effects in humans. We have 
already published some synchrotron work on diesel soot 1-3 recently. 
Here we give an overview of our efforts to characterize soot with 
near-edge X-ray absorption fine structure spectroscopy (NEXAFS). 
We will present three recent findings, which we think are worthwhile 
to mention.  
1) PM is often studied with electron microscopy, and some electron 

microscopes provide electron energy loss spectroscopy (EELS) as 
an extra feature for analysis. Since, EELS has emerged almost to 
a standard chemical characterization tool for fine PM. We show 
that EELS fails to resolve the important surface functional groups 
on carbonaceous PM, while NEXAFS spectra give clear evidence 
of such groups, allowing even for quantitative analysis. 

2) Diesel soot is typically thought to be the major carbonaceous 
constituent of urban particulate matter. Our NEXAFS spectra of a 
diverse series of diesel soot from a manifold of sources show a 
characteristic, strong π resonance due to C=C carbon double 
bonds at 285 eV. This resonance dominates the entire carbon K-
shell spectrum of diesel soot. However, the corresponding 
available NEXAFS spectra of urban PM show a significantly 
diminished resonance at 285 eV, hence not confirming that diesel 
soot is a major constituent of urban PM. 

3) Extracts of diesel soot were exposed to highly intense 
synchrotron radiation for several periods, and NEXAFS spectra 
were recorded in between. The intensity of the carboxyl group 
peak in the NEXAFS was significantly reduced, and a new peak, 
most likely indicative to an organo-carbonate, evolved to the 
same intensity, giving evidence of the photochemical discharge 
of soot. 

 
Experimental 

Diesel soot was obtained from several independent sources, 
such as NIST standards 1650 and 2975, and exhaust from a Ford 
diesel engine car. Soot was also produced at the diesel test engine 
facility at the University of Utah, from three diesel fuels in a 2-stroke 
diesel test engine, operated under idle or under load conditions. We 
also studied NIST 1648 urban PM, and a number of other ambient or 
biomass derived PM samples. Extraction of volatiles was carried out 
with sub-critical water. NEXAFS experiments on soot powder, 
pellets, and dried extracts on gold foil were performed at beamline 
9.3.2 at the Advanced Light Source (ALS) in Berkeley National 
Laboratory, but also with the scanning transmission X-ray 
microscope at beamline X1-A at National Synchrotron Light Source 
in Brookhaven National Laboratory. 
 
 

Results and Discussion 
Figure displays the NEXAFS and EELS spectra of diesel soot 

powder generated in a test engine. The EELS spectrum is very 
diffuse and shows only one major π resonance at 285 eV, this is the 
graphitic signature of soot. The NEXAFS spectrum shows this 
feature much sharper, with a smaller full width at half maximum. In 
addition, the NEXAFS shows signatures at 287 and 289 eV, 
indicative to resonances from surface functional groups like C-OH 
and COOH. 
 

280 285 290 295 300
In

te
ns

ity
 [a

.u
.]

Energy [eV]

NEXAFS BL X1A NSLS
(STXM)

EELS in connection
with TEM

Diesel soot powder from oxygenated
diesel fuel under load engine

 
 
Figure 1.  NEXAFS (solid line) and EELS (dashed) spectrum of 
diesel soot. 
 

Figure 2 shows the NEXAFS spectra from a diesel soot extract, 
obtained from the STXM microscope in Brookhaven Lab. The 
radiation beam in this instrument is very intense and obviously 
induces photochemical reactions in the extract. The carboxyl COOH 
peak around 288 eV experiences a significant decrease in intensity 
during irradiation, while at 290 eV a new peak occurs and grows in 
intensity. We have made exactly the same observation with alginic 
acid and, since its chemical structure is known, could propose a 
reaction scheme where carboxyl would decompose under irradiation 
into carbonate and water. The same would apply to the diesel soot 
extract. This could be an interesting route to study in-situ 
photochemical reactions on PM. In addition to the strong effect 
observed with carboxyl, we see minor changes at 285 eV, which 
could be due to changes in the benzoquinone species, which are 
observed in this energy range.  

Figure 3 compares the NEXAFS spectra of urban PM, which 
was sampled by either NIST in St. Louis, Missouri (this is a 
commercially available standard from NIST, collected over a longer 
period), or by our group in the city of Lexington, Kentucky. Both 
spectra show relatively weak signals at 285 eV, where C=C bonds 
are typically observed. In contrast, hydrocarbons, carboxyl, and 
carbonyl are observed between 286 and 290 eV and give a much 
stronger signal in these two urban PM samples.  

We compare urban PM with diesel soot, graphite, and bio-mass 
derived soot in Figure 4. Graphite is a very good reference for carbon 
NEXAFS work like here. It has a very dominant resonance at 285 
eV, indicative to the C=C in the aromatic graphene sheets. The 
NEXAFS spectrum of diesel soot comes very close to the graphite 
spectrum, except that diesel soot (here: a soot sample from a Ford 
diesel car) shows an additional and significant peak at 287 eV due to 
surface functional groups like C-OH, for instance. The two remaining 
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spectra in this Figure are from the NIST urban PM sample, and from 
a deposit in a wood furnace that was fed with 3 year old dried beech 
wood. These two spectra also have a significant peak at around 287 
eV, but the peak height ratio between these and the C=C peak at 285 
eV is greatly different from that in diesel soot, and graphite. 
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Figure 2.  NEXAFS spectra of diesel soot extract sample for various 
synchrotron beam exposure times. Prior to irradiation, the carboxyl 
peak (COOH) dominates the spectrum. With increasing exposure, the 
carbonate resonance (R2CO3) evolves and increases. 
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Figure 3.  NEXAFS spectra of urban PM collected in St. Louis, and 
in Lexington (NIST, St. Louis, MO).  
 

The chemical complexity of particulate matter almost mandates 
to simplify the analysis where ever possible. We have therefore tried 
to record NEXAFS spectra from soot and other PM extracts. Figure 5 
shows how the NEXAFS spectra of soot and volatiles differ 
depending on whether the “dry” soot core is investigated, or the dried 
volatiles. The particular sample here is a series of extracts removed 
with subcritical water at various temperatures. 
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Figure 4.  NEXAFS spectra of urban PM collected in St. Louis 
(NIST), diesel soot (Ford), graphite, and biomass derived soot 
(Furnace deposits). 
 

Soot extracts, residuals and soot pellets were studied with 
NEXAFS [3,4]. Similar to graphite, soot spectra show a strong 
resonance of C=C bonds at 285 eV. Extraction of volatiles enhances 
the ratio between C=C peak intensity and peaks at energies between 
286 eV and 289 eV, which result from aliphatics, C-H bonds, 
carbonyl and carboxyl groups, for instance. Unlike EELS with TEM 
[3], NEXAFS permits a detailed study of surface functional groups. 
Our extraction experiments are intended to facilitate deconvolution 
of soot spectra.  
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Figure 5.  Left: NEXAFS spectra of soot as prepared, one extract, 
and the corresponding residual. Right: Sequence of NEXAFS spectra 
from soot and extracts for various extraction temperatures. 
 

The right image in figure 5 shows clearly that the volatiles have 
only weak C=C peak contributions, while the contributions from the 
surface functional groups and aliphatics are dominant. 
 
Conclusions 

Carbon NEXAFS spectroscopy is a promising technique for the 
structural characterization and molecular speciation of particulate 
matter, including its extracts. We point out that these techniques are 
relatively straightforward and can be done in a high-throughput 
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mode. A number of conclusions can be made. For instance, radiation 
induces chemical reactions in soot volatiles. Also, the discrepancy 
between urban PM and diesel soot reveals that diesel soot is not 
necessarily the major constituent in urban PM. Of course, further 
studies are necessary to really confirm this finding, because 
weathering of soot is not yet included in our studies. Also, note, that 
all results reported here would not have been able with regular 
electron microscopy based EELS analysis. 
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Introduction 

A primary goal of the U.S. Department of Energy is to reduce 
the nation’s dependence on imported petroleum. In the transportation 
sector, this is being pursued by increasing the efficiency of fuel use 
and by replacing petroleum with non-petroleum based fuels and 
blending components. These tasks require an understanding of how 
fuel properties affect combustion efficiency and emissions so fuels 
can be screened (or tailored) based on their predicted performance in 
a particular type of engine. Discovering fuels that enable high 
efficiency operation or that improve public acceptance of existing 
high efficiency engines is a primary goal of the research described in 
this paper. 

A central issue in screening fuels for use in current compression 
ignition engines or advanced combustion engines is ignition quality. 
In current compression ignition engines, ignition quality is quantified 
in terms of cetane number (CN), which is a measure of the delay 
between fuel injection and start of combustion in a single-cylinder 
engine at specified conditions. Although it is a convenient measure of 
ignition quality with a long history, CN is not necessarily an accurate 
metric to rank fuels for all operating conditions. 

One condition where cetane number may not be the most 
appropriate metric for ignition quality is under cold-start conditions 
(i.e., starting an engine that has equilibrated at ambient temperature 
below 0°C). Cold-start conditions are important for light-duty diesel 
sociability because these engines can have significantly higher 
emissions (e.g., white smoke), lower fuel economy, and lower power 
during and immediately after cold-starting. During cold-start, all 
engine components are initially at the soak temperature of the 
vehicle, resulting in substantially lower charge air temperatures. 
Because of the reduced charge air temperature, ignition delay is 
longer and combustion is less complete than under normal operation 
in a hot engine. However, the temperature dependence of ignition 
delay can vary depending on fuel composition. This is equivalent to 
saying that different fuels can have different activation energy for 
ignition, such that the ranking of fuels by ignition delay can change 
with temperature. This implies that CN (measured at a higher 
temperature) may not be a sufficient metric for cold-start ignition 
quality. 

In this paper, we investigate the effect of temperature on 
ignition delay for real fuels and pure compounds using the Ignition 
Quality Tester (IQT™) – a constant volume combustion apparatus. 
The goal of this research is to understand how the molecular structure 
of a fuel compound affects the temperature dependence (activation 
energy) of ignition delay. From this understanding, we propose 
several fuel blending components with improved ignition properties 
for diesel engines at cold-start conditions. 

 
Experimental 

The ignition delay of a fuel or pure compound can easily be 
measured with the IQT™ constant volume combustion apparatus. 
The IQT™ is equipped with a pintle-type fuel injector and a high-
speed pressure transducer. Ignition delay is measured as the elapsed 
time from injection to the time when the chamber pressure reaches 
Pinitial + 50 psi. The user may set the charge temperature and pressure 

arbitrarily, but to be in accordance with ASTM D6890-03a, the 
standard settings for the charge air are 310 psig and 550ºC. A 
correlation has been developed to convert the measured ignition 
delay under these conditions into a derived cetane number (DCN), 
which corresponds well with the CN measured by ASTM D613 
(cetane engine). The system is fully automated; an experiment 
consists of 15 pre-injections (to equilibrate system temperatures) 
followed by 32 additional injections. The reported ignition delay is 
the average value determined from the 32 injections. For a more 
comprehensive description of this test methodology, see Allard et al.1 
Sample output from the IQT™ apparatus is shown in Figure 1. In this 
figure, the light line corresponds to the injector needle position and 
the dark line represents the combustion chamber pressure. 

 

  

Figure 1. Sample IQT™ output of ignition delay measurement 
 

Although the IQT™ is typically used to measure the DCN of 
fuels, it can also be used to measure how ignition delay varies with 
temperature, pressure, and charge composition (i.e., oxygen 
concentration). In this project, the ignition delay was measured for 
charge air (21% O2) at 310 psig and temperatures of 360°–580°C. 
Fourteen fuels were investigated, including 5 “real” fuel mixtures 
and 9 pure compounds. The “real” fuel mixtures included California 
specification diesel (CARB), CARB diesel blended with 20% 
biodiesel, ultra low sulfur diesel (BP-15) additized with 2000 ppm of 
a cetane improver (2-ethyl hexyl nitrate or EHN), Fischer-Tropsch 
(F-T) diesel, and F-T jet fuel (JP5). The pure compounds included 
heptane, cetane, heptanol, hexyl methyl ether (HME), 2-heptanone, 
methyl caproate, di- and tri-propylene glycol monomethyl ether 
(DPGME & TPGME), and triethylene glycol monomethyl ether 
(TEGME). 
 
Results   

The ignition delay data can be conveniently plotted as a log of 
the rate versus the inverse of temperature (similar to an Arrhenius 
plot) to determine how a reaction rate varies with temperature. 
Arrhenius plots are typically used for determining activation energies 
from rates of elementary reactions, where the activation energy 
(slope of plot) is a metric for how strongly the rate varies with 
temperature. Although the spray ignition in the IQT™ is clearly not a 
single elementary reaction (i.e., spray, evaporation, mixing, ignition 
chemistry), there is some justification for plotting ignition delay 
results on an Arrhenius plot*. This plotting is logical if we think of 
ignition in reaction kinetic terms such as the time it takes for the 
reaction to produce a certain concentration of some reactive 
intermediate (such as OH• radical) or as the time it takes for a certain 
                                                                          
* To be precise, an Arrhenius plot should be the logarithm of a rate. 
In this case, a characteristic rate would be the inverse of the ignition 
delay. The resulting plot would be equivalent to multiplying all 
values by -1, in which case the negative of the slope would equal the 
pseudo-activation energy. 
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fraction of the fuel to be consumed. In this manner, the slope of the 
plot is analogous to the activation energy for ignition. 

Figure 2 shows an Arrhenius-type plot of the ignition delay 
measurements for a subset of five fuels, and Figure 3 shows all of the 
data measured. These curves are nonlinear because the ignition rate 
is not an elementary reaction and the physical delay (i.e., spray, 
evaporation, mixing) is lumped with the chemical (kinetic) delay. 
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Figure 2. Arrhenius-type plot of ignition delay data for five fuels 
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Figure 3. Arrhenius-type plot of ignition delay data for all fuels  

 
Figures 2 and 3 show how the ignition delay of various classes 

of molecules has different dependence on temperature (i.e., different 
slopes on the Arrhenius plot). All the hydrocarbon fuels show 
approximately the same temperature behavior. That is, the curves for 
all hydrocarbons look similar in shape and slope, but are shifted 

vertically by the DCN, which corresponds to the ignition delay at 
550°C. Since the slopes are almost the same, the molecules have 
approximately the same activation energy for ignition. In contrast, 
many of the oxygenates show a much weaker dependence on 
temperature (lower relative slope) compared with the hydrocarbon 
fuels. Most notably different are the acetals† (DPGME, TPGME, and 
TEGME), but HME, 2-heptanone, and methyl caproate also show a 
reduced slope relative to the hydrocarbon fuels. Heptanol is the only 
oxygenate that does not show reduced temperature dependence. 
 
Discussion 

The reason for the reduced temperature dependence for some of 
the pure compounds is related to the primary reaction pathway for 
ignition. During preignition reactions, the initial step is a hydrogen 
abstraction from the fuel molecule (typically by an OH• radical)‡. 
This is followed by an oxygen addition that creates a peroxy radical 
and then an internal rearrangement (which amounts to another H-
abstraction). The remaining steps in the reaction sequence are a 
second oxygen addition and then several fast reactions that result in 
chain branching. The reactions are shown symbolically in Eqns. 1-5, 
where RH represents a generic fuel molecule and Q is the same as R 
with one H atom removed. 

 RH + OH• → R• + H2O (1) 
 R• + O2 → RO2 (2) 
 RO2 → •QOOH (3) 
 •QOOH + O2 → •OOQOOH (4) 
 •OOQOOH →→→ 2OH• + other small products (5) 

Since the reactions in Eqns. 1 and 3 both involve H-abstractions and 
are rate-limiting steps, it is logical to conclude that the overall 
activation energy for this series of reactions will be influenced by the 
energy barrier for these two steps. Furthermore, the activation energy 
for these H-abstractions will be proportional to the strength of the 
relevant C-H bonds in the fuel molecule and the abstraction will 
occur fastest where the C-H bonds are weakest. 

In a fuel molecule with an electron-withdrawing functional 
group such as ether or carboxyl, the adjacent C-H bonds are 
significantly weakened from their normal values. This effect is in 
addition to the typical C-H bond strengths, where a primary CH3 has 
much stronger C-H bonds than a secondary CH2 that is in turn much 
stronger than a tertiary CH group. The weakest type of C-H bonds 
found in these selected compounds is a tertiary C-H bond adjacent to 
an ether linkage, such as those found in DPGME and TPGME (see 
Figure 4). The next weakest C-H bonds are secondary C-H bonds 
adjacent to either an ether linkage or a carboxyl group. In Figure 4, 
the tertiary C-H bonds adjacent to an ether linkage are shown with 
the small red (double) circles. Likewise, the secondary C-H bonds 
adjacent to an ether linkage, alcohol, or carboxyl group are shown 
with small blue (single) circles. 

Furthermore, there is a second H-abstraction (Eqn. 3) that 
occurs in the ignition chemistry after the peroxy radical is formed. 
The activation energy for this step will again be proportional to the 
strength of the C-H bond and depend on the location on the molecule 
relative to the peroxy radical group. Since 6-membered transition 
state rings have the lowest ring strain, the most likely location for the 
internal H-abstraction is on a carbon atom that is 2 atoms away from 
where the initial abstraction occurred. A 7-membered transition state 
ring is only a slightly higher energy barrier. 
                                                                          
† Acetals are molecules with at least two ether functional groups. 
‡ The first inititation reaction is an H-abstraction by O2 since no OH• 
radicals are present. However, after the first initiation reaction, H-
abstraction is dominated by OH• radical. 
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Figure 4. Structures of oxygenates tested in IQT™ with weakened 
C-H bonds circled 

Clearly, the activation energy for DPGME and TPGME would 
be the lowest of the compounds tested because both have a tertiary 
C-H bond adjacent to an ether linkage where the initial abstraction 
would occur (see Figure 4). Subsequently, the internal rearrangement 
could occur either to a secondary C-H adjacent to an ether with a 6-
membered transition state ring or to a tertiary C-H adjacent to an 
ether with a 7-membered transition state ring. Consequently, 
DPGME and TPGME show the lowest temperature dependence for 
ignition delay of the compounds investigated. TEGME has the next 
lowest activation energy because of its secondary C-H bonds 
adjacent to ethers for both the initial abstraction and the internal 
rearrangement. The molecules with the carboxyl group (2-heptanone 
and methyl caproate) have the next lowest activation energy; 
followed by hexyl methyl ether. Although the alcohol functional 
group does decrease the adjacent C-H bond strength, no reduced 
temperature dependence was observed relative to the hydrocarbons. 

Impact on Compression Ignition Fuels.  The reduced 
temperature dependence of these acetals (and other oxygenates) 
could have a significant impact on cold-start behavior in a 
conventional diesel engine. For example, DPGME has a DCN of 42 
under standard test conditions (550°C). However, at 400°C § 
DPGME ignites faster than cetane (DCN = 100) because of the lower 
activation energy (see Figure 2). The result is that a vehicle fueled 
with pure DPGME would have an effective CN of >100 during cold-
start.  As the engine warms up, the fuel would ignite more like a 
typical diesel fuel (DCN =42). One possible result of this “effective 
cetane boost” at low temperatures is better cold-start performance 
and reduced emissions. Another possible result is that engine 
manufacturers could design light-duty diesel engines with a lower 
compression ratio, which could improve engine efficiency (i.e., 
reduce fuel consumption)**. 

Replacing hydrocarbon fuels with 100% oxygenates is 
economically impractical, but blending oxygenates with 
hydrocarbons at a level of 20% is more realistic. Often ignition 
properties of blends do not scale linearly with composition, so it was 
necessary to measure this low-temperature “cetane boost” at a 20% 
blend level. An Arrhenius-type plot of diesel fuel, DPGME, and a 
                                                                          
§ A decrease in the intake charge air temperature of ~30-45°C results 
in a reduction of ~100-150°C in the compressed charge temperature  
assuming adiabatic compression. 
** Light-duty diesel engines are designed with a higher compression 
ratio (often greater than 20) to achieve a high enough charge 
temperature for cold-start. If the engine manufacturer could reduce 
the compression ratio to ~16, frictional and pumping losses could be 
reduced resulting in higher engine efficiency. 

20% blend of DPGME in diesel fuel is shown in Figure 5. Linear fits 
were applied to the data so the average slopes could be compared. 
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Figure 5. Effect of DPGME blending on activation energy for 
ignition 

Figure 5 shows that the slope of the blend is reduced from that 
of the diesel fuel. Comparing the slope values from the linear fit 
shows that the effect is directly proportional to blending level. There 
is a 20% decrease relative to the difference in slope between the pure 
diesel and DPGME lines. From the curves of ignition delay for 
hydrocarbon fuels, one can estimate the effective CN of the 20% 
DPGME blend versus temperature. The result is a “cetane boost” of 6 
CN units at 450°C and 10 CN units at 400°C §. Plans are currently 
underway to conduct engine or vehicle testing of these blends under 
cold-start conditions to validate this effect. 
 
Conclusions 

In this paper we presented data showing the effect of 
temperature on ignition delay (as measured in the IQT™) for 14 fuels 
and pure compounds in terms of activation energy for ignition. All 
hydrocarbon fuels tested showed a similar slope and shape, but most 
oxygenates showed a reduced dependence on temperature due to 
lower activation energy for ignition. The mechanism by which 
molecular structure affects the temperature dependence of ignition 
delay was described in the discussion of the IQT™ measurements. 
We propose that the slope of the ignition delay curves is related to 
the strength of the C-H bonds in the fuel molecules since the bond 
strength is correlated with the rate of H-abstraction reactions. Several 
oxygenates were identified that have cold-start ignition benefits, 
which will be investigated further in future research. Moreover, the 
fundamental understanding of why these compounds are beneficial 
may guide future research into other compounds that exhibit similar 
behavior. 
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Introduction 
Currently, diesel engines are popular on many types of vehicles 

and machineries simply because they have attractive features of high 
power output and low fuel consumption. However, there are also 
environmental repercussions in that detrimental exhaust gases, 
especially the black smoke that diesel engines emit, contribute to 
increasingly serious air pollution. Currently, great importance has 
been attached worldwide to research and utilization of effective 
techniques to control harmful emissions from modern diesel engines. 
The addition of oxygenates into diesel fuel has proven to be one of 
the more promising methods of reducing diesel engine emissions and 
has been the focus of much research in recent years. Many 
experimental studies have found that the addition of alcohols, ethers 
and esters to diesel fuel can lead to significantly lower diesel engine 
emissions, and it also has been discovered that the reduction in black 
smoke correlates with the oxygen content of the diesel fuel (1). Since 
it has a high oxygen content and hence a high emission reduction 
potential, dimethyl carbonate (DMC) has received much attention 
recently and has been studied extensively (2-5). As shown by some 
related research studies, however, this oxygenate possesses a low 
ignition property so that it cannot be mixed with diesel fuel in large 
proportions, thereby restricting its practical application. Another 
research study suggested that when ester and ether groups are 
incorporated together in the oxygenate molecule, not only is the 
oxygen content enhanced, which may lead to further reduction in 
diesel engine exhaust emissions, but also the autoignition 
performance of the oxygenate may be improved at the same time (6). 
In the current study, by introducing an ether group into the DMC 
molecule, a new oxygenate, methyl 2-ethoxyethyl carbonate, is 
created as a new kind of clean diesel fuel additive.  

 
Experimental 

Preparation and characterization. The new oxygenate was 
prepared using DMC (4 mol) and ethylene glycol monoethyl ether (1 
mol) as reactants. The transesterification reaction was carried out in a 
flask equipped with a fractionation column, with its top outlet 
temperature maintained between 62°C and 68°C, for sufficient time, 
using fine powder of potassium hydroxide (KOH, 0.01 mol) as 
catalyst. Upon reaction completion, no more methanol was produced, 
and the crude product was cooled to room temperature and filtered to 
remove solid KOH sediments. The crude product was then purified 
under vacuum to obtain the final desired colorless compound.    

The chemical structure identification was accomplished with 
FTIR, 1H NMR and GC-MS analytical techniques. An EQUINOX55 
FT-IR spectrometer was used to conduct IR analyses. Its sample cell 
was constructed from KBr crystal. A superconducting NMR 
spectrometer of INOVA type made by VARIAN company was 
employed to carry out 1H NMR analyses. CDCl3 was selected as 
solvent, and TMS as the standard substance. The watched frequency 
was 400 MHz. A GC-MS apparatus of 6890GC-5973MS type was 

utilized to perform purity and MS analyses. The size of the capillary 
column selected was 50m×0.53mm×1um and SE-30 was chosen as 
stationary phase. In the ionization source, electron-impact energy 
was adjusted to 70 eV, and its temperature was maintained at 230 °C. 

Engine testing.  A single cylinder, 4-stroke, water-cooled, 
direct-injection diesel engine was modified so that determination of 
exhaust emissions, power output and fuel consumption could be 
determined. The technical parameters of the engine are listed in 
Table 1. A commercial No.0 diesel fuel meeting China national 
standard specification was used as base reference fuel into which the 
oxygenate was added for investigation. In the experiments, 
oxygenate volume percentages of 15%, 20% and 25% were selected 
for tests. A Bosch smoke tester of FOD-201B type was used to 
indicate smoke number, and an on-line exhaust emission analyzer 
was utilized to examine NOx, CO, and unburned HC. Power output 
was evaluated on an electrical eddy-current dynamometer and fuel 
consumption was appraised with an electric scale.  

 
Table 1.  Parameters of DI Diesel Engine Used 

Parameter Bore Stroke  Connecting 
rod length 

Displace-
ment 

Magnitude 100 mm 115 mm 190 cm 0.903 L 

Parameter Compressi
on ratio 

Combustion 
chamber 

Rated 
power 

Rated 
speed 

Magnitude 18 ω shape 11 kW 2300 
rpm 

 
The engine tests were conducted under conditions of ambient 

temperature of 27°C, humidity of 81%, and engine water-cooling 
temperature of 80°C. In the experiments, when the engine went into 
steady operation at fixed state, all kinds of measurements were made 
according to certain well-defined procedures. It was found that even 
operating on the fuel blend containing 25% by volume of the 
oxygenate, the engine still ran normally during the tests. 

 
Results and Discussion 

Chemical structure of the oxygenate. The main absorption 
frequencies exhibited in the IR spectrum obtained for the oxygenate 
are listed in Table 2 with their group attributions identified. GC-MS 
analytical results demonstrated that there was only one peak 
corresponding to the oxygenate detected in its chromatograph.  The 
following mass peaks (in amu) were revealed by mass spectrometry: 
M+1 at mass 149, [CH3OCOOCH2CH2]+ at 103, [CH3OCOOCH3]+ at 

90, [CH3OC(OH)OH]+ at 77, [CH2OCH2CH3]+ at 59, [cycloCH2CH2- 
OCH2CH2]+ at 72, [OCH2CH3]+ at 45, [CH3O]+ at 31, [CH2CH3]+ at 
29, and [CH3]+ at 15. 
 
Table 2.  IR Spectral Data for Methyl 2-Ethoxyethyl Carbonate 

Frequency 
cm-1 Group attribution Vibration 

type Strength 

2977.0 -CH3, -CH2 νas m 
2871.2 -CH3, -CH2 νs m 
1764.7 C=O ν s 
1444.6 -CH2 δ s 

1387.9; 1374.9 -CH3 δ m 
1270.0 =C-O (ester group) νas s 
1130.9 C-O-C (ether group) νas m 

 
Table 3 displays the 1H NMR data obtained for the oxygenate. 

From the results illustrated in Table 1, Table 2 and the MS data, it is 
easily concluded that the oxygenate synthesized is indeed methyl 2-
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ethoxyethyl carbonate, with its chemical structure being 
CH3OCOOCH2CH2OCH2CH3. 

 
Table 3.  1H NMR Data for Methyl 2-Ethoxyethyl Carbonate 

Chemical 
shift, ppm 1.226 3.551 3.669 3.802 4.298 

Proton peak 
splitting triplet quartet triplet singlet triplet 

Coupling 
constant 6.8 Hz 6.8 Hz 4.8 Hz - 4.8 Hz 

Peak area 
/Proton 
number 

3.00/3 2.11/2 2.09/2 3.17/3 1.87/2 

 
Exhaust emissions and performances.  Two sorts of engine 

operation conditions of full-load and partial-load at 2000 rpm were 
selected for studying changes of emissions, power and fuel economy. 

Figures 1 and 2 demonstrate the results of CO emissions in full-
load tests and partial-load tests, respectively. The figures reveal that 
the emitted CO expressed as a volume percentage of total gaseous 
emissions declined remarkably with the addition of methyl 2-
ethoxyethyl carbonate. In full-load tests, as can be easily seen from 
Figure 1, CO decreased with the increase of the oxygenate content at 
each speed tested. When adding 25% by volume of the new 
oxygenate, CO decreased by 29.2% to 40.5%, relatively. In partial-
load tests, the absolute reduction in CO emissions apparently 
depends considerably on brake mean effective pressure(BMEP): as 
the pressure rose, the absolute decrease became larger and larger. In 
fact, the relative reduction from 46.7% to 69.4% in partial-load tests 
was approached. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.  Effect of the oxygenate on CO emissions at full loads 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Reduction in CO emissions under partial-load  
conditions at a speed of 2000 rpm  

Figure 3 displays the change of smoke emissions with brake 
mean effective pressure under different partial loads. The figure 

readily shows that the Bosch smoke number is lowered remarkably 
by the addition of methyl 2-ethoxyethyl carbonate. In partial-load 
tests, as was the case for CO emissions described above, the absolute 
reduction in smoke emissions is apparently related to brake mean 
effective pressure, for as the pressure rose smoke emissions 
decreased more and more. The maximum reduction in smoke 
emissions by 50 % was achieved at pressures of 0.23 MPa and 0.44 
MPa, respectively. 
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Figure 3. Reduction in smoke emissions under partial loads 
at a speed of 2000 rpm 
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Figure 4.   Results of NOx emissions at different speeds in full-load 
tests 
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Figure 5.  NOx emissions under different partial loads at a speed of 
2000 rpm 

 
Figure 4 exhibits plots of NOx emissions as a function of speed 

for different contents of the compound under full-load conditions. It 
is apparent that the emitted NOx is only somewhat reduced with the 
addition of methyl 2-ethoxyethyl carbonate. Under full-load 
conditions, NOx was reduced absolutely by 151 ×10─6 at 1417 rpm 
and reduced relatively by 15.9% with maximum at 2300 rpm when 
adding 15% of the new oxygenate by volume.  

C
O

,%
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Figure 5 reveals the effect of adding methyl 2-ethoxyethyl 
carbonate on NOx emissions under partial-load conditions.  As was 
the case in the full-load tests, NOx emissions decreased only a little 
in partial-load tests at each oxygenate content level tested.  Under 
partial-load conditions, NOx reduced absolutely by 139 ×10─6 at 0.55 
MPa and reduced relatively by 22.8% with maximum at 0.15 MPa 
when adding 15%(v) of the new oxygenate. 

The impact of the oxygenate addition with different contents on 
unburned HC emissions in engine exhaust under full-load and partial- 
load conditions was also measured in the experiments. Unfortunately, 
at each engine operation mode, unburned HC increased substantially 
when the engine combusted diesel fuel blends containing different 
content of methyl 2-ethoxyethyl carbonate. In full-load characteristic, 
HC emissions were at levels varying from 56×10─6 to 110×10─6 when 
the engine was fueled with neat diesel fuel; these values were 
increased to 11×10─6 to 20×10─6 when fueled with the fuel blend 
containing 25% by volume of the new oxygenate. In the tests of 
partial loads at a speed of 2000 rpm, the emission level varying from 
1×10─ 6 to 31×10─ 6 for pure diesel fuel increased by 7×10─6 to 
24×10─6 with 25% by volume of the new oxygenate mixed in diesel 
fuel. Similar observations of increased HC emissions have been 
reported for mixes of different oxygenates and diesel fuel in other 
investigations (7-9). The reason why unburned HC increases is 
because it is also influenced by many other factors apart from 
incomplete fuel burning in combustion flame during engine 
operation. To a large extent, HC emissions also originate from 
unburned hydrocarbons in the combustion chamber quench layer 
where the fuel combustion reaction cannot take place due to a much 
lower temperature. When oxygenate is introduced, the heat value of 
the diesel fuel blend decreases and consequently engine combustion 
temperature declines, which not only causes less NOx formation as 
mentioned above, the level of which correlates with combustion 
temperature, but also allows the quenched layer thickness to become 
larger leading to increased HC emissions. Although HC emissions 
increase when engines are fueled with the oxygenate, their levels are 
still so low that they are not a crucial factor that need be considered, 
unlike smoke, CO, and NOx, the reductions of which are currently 
afforded much more significance worldwide.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.  Results of power output in full-load characteristic tests 
 
Figures 6 and 7 display the results of engine power and fuel 

consumption, respectively, determined in full-load characteristic tests 
at different speeds. As clearly seen from Figure 6, the power output, 
for the diesel engine employed, did not change noticeably.  Normally, 
it drops somewhat when fuelling with different oxygenates. Figure 7 
shows that fuel consumption increased with the oxygenate content. 
For this engine, the fuel economy rose by about 2.5% to 5.5% with 
the fuel blend containing 25% by volume of the oxygenate. Due to 

the amount of oxygen contained in the fuel, which reduces the energy 
released per unit volume, more fuel has to be burned to keep engine 
power output the same as that obtained by burning pure diesel fuel. 
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Figure 7.  Fuel economy full-load characteristics 
 
Conclusions 

(1) A new type of oxygenate, methyl 2-ethoxyethyl carbonate, 
has been chemically prepared and structurally identified through 
FTIR, 1H NMR and GC-MS analyses. 

(2) Introduction of the substance into diesel fuel lowers exhaust 
emissions significantly. For an engine operating under full-load 
conditions, CO is reduced by 29.2% to 40.5% when diesel fuel is 
doped with 25% by volume of the oxygenate. NOx is decreased by 
15.9% from the maximum when diesel fuel is doped with 15% of it.  

(3) For the same engine operating under partial-load conditions 
at a speed of 2000 rpm, CO and smoke decrease substantially with 
increasing load. CO is reduced by 46.7% to 69.4%, smoke reduced 
by 50% from the maximum when diesel fuel is doped with 25% by 
volume of the oxygenate; NOx is reduced by 22.8% to the maximum 
when diesel fuel is doped with 15% of it. HC emissions increase 
substantially under both full-load and partial-load conditions, but 
they are still low enough not to be an important environmental factor 
compared to other types of emissions.      

(4) For the engine working under full-load conditions, power 
output does not drop noticeably, while fuel consumption increases by 
2.5% to 5.5% with diesel fuel containing 25% by volume of the new 
oxygenate.  
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Introduction 

PCDDs and PCDFs represent a class of aromatic hydrocarbons 
consisting of a triple-ring structure of two benzene rings 
interconnected by a third oxygenated ring.  Theoretically 75 PCDD 
and 135 PCDF are possible, and their physical chemical properties 
are determined by the number of chlorine atoms and their respective 
positions on the molecular nucleus.  Figure 1 displays the chemical 
structure of PCDDs and PCDFs. There are eight positions whereby a 
hydrogen atom can be substituted by a chlorine atom.   

 
 

 
 
 
 
 
 
 
 
 

 
Figure 1.  Chemical structure of dibenzo-p-dioxin and dibenzofuran 

 
The environmental effects and toxicology of PCDDs/PCDFs is 

largely mediated and controlled by the presence of chlorine atoms in 
the 2,3,7,8 positions. There are 7 PCDDs and 10 PCDFs with this 
substitution pattern.  In most instances, PCDDs and PCDFs appear as 
mixtures in environmental samples. The Toxic Equivalence (or TEQ) 
procedure is an accepted convention for translating the proportion of 
congeners within the mixture to an equivalent concentration of 
2,3,7,8-TCDD (the most toxic member of the class).1  The simplicity 
of this approach is to allow for the assessment of the approximate 
toxicity of the mixture.   
 In order to identify the sources of PCDDs and PCDFs, the 
USEPA has conducted an inventory of all known source activities in 
the U.S.2  The dioxin inventory originally presented estimates of 
environmental releases for the years 1987 and 1995.  Currently the 
USEPA is updating the inventory to incorporate releases for the year 
2000. The inventory allows for the observation of environmental 
time-trends, and for the ranking of sources by magnitude of release.  
The dioxin inventory has consistently shown that the dominant 
sources of PCDDs and PCDFs to the environment are combustion 
sources.  PCDDs and PCDFs are formed in the cool down zone of 
combustion sources either from the oxidation of carbon, or from 
precursor compounds.3 The former has been referred to as de Novo 
synthesis, which consists of heterogeneous formation as surface 
catalyzed reactions at temperatures from 2000 – 4000C.  The latter is 
the result of homogenous reactions in the gas phase at temperatures 
from 5000 – 8000C.  Both processes require the presence of a 

transition metal catalyst and a source of chlorine.  Most fuels are 
capable of forming PCDDs and PCDFs when combusted. The 
following is a summary of PCDD/PCDF emissions from a variety of 
combustion sources from USEPA’s dioxin inventory. 
 
Methods 
 The initial steps to constructing the dioxin inventory were to 
categorize combustion sources on the basis of types of combustion 
technology and types of fuel combusted.  The assumption to this is 
that similar technologies combusting similar fuels will have similar 
emissions of PCDDs and PCDFs. Combustion categories were 
further subcategorized based on utilization of specific types of air 
pollution control devices (APCD). The type of APCD does impact 
the amount of PCDD/PCDF that is released from the stack.  
Engineering reports on the results of detecting PCDDs and PCDFs 
from the stacks of particular combustion source technologies were 
collected and evaluated in terms of fitting within a particular 
combustion source category.   Figure 2 illustrates this point.  The key 
aspect to this is the creation of homogeneous categories supported by 
similarity in design, function, process, and utilization of feeds and 
fuels.  Superimposed on this is the dynamics of air pollution control 
in terms of efficiency in capturing and reducing PCDDs and PCDFs 
in combustion gases prior to leaving the stack.  
 

 Combustion 
Category 

Combustion 
Technology 1 

Combustion 
Technology 2 

 

Air Pollution 
Control 

Device A 

Air Pollution 
Control 

Device B 
 

Air Pollution 
Control 
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Figure 2.  Example of classification scheme employed to estimate 
PCDD and PCDF emission factors. 
 
 Another important aspect to estimating annual releases of 
PCDD/PCDF was the development an emissions profile 
representative of the combustion category. To accomplish this, stack 
gas emissions of PCDD/PCDF were normalized on the basis of mass 
TEQ emitted per mass or volume of fuel combusted or materials 
processed, e.g., g TEQ emitted /kg of fuel; g TEQ emitted/L fuel; g 
TEQ emitted/kg of materials processed.  Such units are referred to as 
emission factors, and they permit comparisons to be made across 
different technologies. Emission factors are helpful for calculating 
annual total emissions of PCDD and PCDFs either from individual 
facilities or from a group of similar technologies.  In some cases most 
every member of the combustion technology category had been stack 
tested for emissions of PCDDs and PCDFs and this produced highly 
representative emission factor. In the other extreme where only a few 
facilities had been tested estimates of annual emissions were derived 
from extrapolating emission factors of tested facilities to untested 
facilities. This process introduced uncertainty in estimating emissions 
from the source. Table 1 is a summary of TEQ emission factors for 
various combustion sources representative of source activities in the 
year 2000. 
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Table 1.  TEQ emission factors for combustion sources 

 
Results and Discussion 

The annual emissions of TEQ (g/yr) were estimated by 
multiplying the TEQ emission factor by the annual amount of fuel 
combusted or materials that were processed by the combustion 
facility.  This was done for all members of the combustion category.  
The sum of these calculations produced an estimate of g TEQ emitted 
for each combustion technology in years 1987, 1995 and 2000.    
Figure 3 is a summary of the TEQ annual emissions from combustion 
sources for the years 1987, 1995 and 2000. 

 

 
Figure 3. TEQ emissions from combustion sources for years 1987, 
1995 and 2000 

 
 
The USEPA dioxin inventory indicates that the annual TEQ 

releases to the environment from all reasonably quantifiable sources 
were approximately 1,549 g, 3,281 g and 13,961 g in the year 2000, 
1995, and 1987, respectively Of the 1,549 g TEQ emitted from all 
sources to the U.S. environment in the year 2000, 1422 g TEQ (92%) 
were from combustion sources. Between 1987 and 2000, there was 
approximately an 89% reduction in total TEQ releases to the U.S. 
environment. In 1987 and 1995, the leading sources of TEQ 
emissions to the U.S. environment were municipal waste combustors.  
However, by 2000, the leading source of TEQ emissions was the 
uncontrolled and open burning of residential refuse in backyard 
barrels.  Technological improvements in controlled combustion 
technology, operation and air pollution control devices are 

responsible for the decreases in TEQ emissions over time.  For 
examples, between 1987 and 2000 there was approximately a 99% 
decrease in PCDD and PCDF emissions from municipal solid waste 
incineration; a 85% reduction from medical waste incineration and a 
42% reduction from cement kilns burning hazardous waste.  
However, uncontrolled combustion remains an important source of 
TEQ emissions to the open and circulating environment.   

Source Category Source Subcategory Source Subcategory TEQ Emission Factor Units
Waste Incineration Municipal waste combustion 2.82 ng TEQ/kg waste combusted
Waste Incineration Hazardous waste incineration 2.13 ng TEQ/kg waste combusted
Waste Incineration Boilers/industrial furnaces 1.21 ng TEQ/kg waste combusted
Waste Incineration Halogen acid furnaces 0.84 ng TEQ/kg waste feed
Waste Incineration Medical waste / pathological incineration 630.00 ng TEQ/kg waste combusted
Waste Incineration Crematoria Human 434.00 ng TEQ/body
Waste Incineration Crematoria Animal 0.12 ng TEQ/kg animal
Waste Incineration Sewage sludge incineration 6.74 ng TEQ/kg dry sludge combusted
Power/Energy Generation Vehicle fuel combustion, unleaded gas Unleaded gas 1.60 pg TEQ/km driven
Power/Energy Generation Vehicle fuel combustion, diesel Diesel 182.00 pg TEQ/km driven
Power/Energy Generation Wood combustion Residential 0.50 ng TEQ/kg wood combusted
Power/Energy Generation Wood combustion Industrial 0.60 - 13.2 ng TEQ/kg wood combusted
Power/Energy Generation Coal combustion Utility 0.08 ng TEQ/kg coal combusted
Power/Energy Generation Coal combustion Residential 2 - 7.5 ng TEQ/kg coal combusted
Power/Energy Generation Oil combustion Industrial/utility 0.23 ng TEQ/L oil combusted
Other High-temperature Sources Cement Kilns Hazardous waste 1.11 - 30.70 ng TEQ/kg clinker produced
Other High-temperature Sources Cement Kilns Non-hazardous waste 0.26 ng TEQ/kg clinker produced
Other High-temperature Sources Lightweight aggregate kilns 1.99 ng TEQ/kg waste feed
Other High-temperature Sources Petroleum refining catalyst regeneration 1.59 ng TEQ/barrel reformer feed
Other High-temperature Sources Kraft recovery boilers 0.03 ng TEQ/kg solids combusted
Other High-temperature Sources Hot mix asphalt 0.00 ng TEQ/kg combusted
Minimally Controlled Combustion Backyard barrel burning 76.80 ng TEQ/kg waste combusted
Minimally Controlled Combustion Land clearing 20.50 ng TEQ/kg biomass
Minimally Controlled Combustion Yard waste combustion 20.50 ng TEQ/kg biomass
Minimally Controlled Combustion Prescribed burning 20.50 ng TEQ/kg biomass
Minimally Controlled Combustion Forest fires 20.50 ng TEQ/kg biomass
Metallurgical Processes Ferrous metal sintering 0.62 - 4.61 ng TEQ/kg sinter
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Introduction 

Use of alternative fuels for diesel engines, such as synthetic 
diesel and biodiesel, has the potential to reduce petroleum 
consumption and thus dependence on foreign imports.  If the 
alternative fuels are produced from highly renewable sources, they 
lower life-cycle greenhouse gas emissions.  They are also known to 
cause a significant reduction in certain regulated pollutant emissions: 
CO, NOx, hydrocarbons, and particulate matter (PM).   Ideally these 
emissions reductions will correspond to a decrease in the 
environmental risks and health hazards associated with diesel engine 
exhaust.  Compounds, such as nitro-polycyclic aromatic 
hydrocarbons (NPAHs), while unregulated, are also known to pose 
health and environmental hazards.  Measurement of the levels of 
NPAHs in exhaust from alternative and conventional fuels allows for 
evaluation of alternative fuel usage effects on emission of these 
unregulated toxic compounds.   

Negative ion chemical ionization (NICI) has been used for the 
detection of NPAHs in diesel soot.1 In NICI analysis, both solid 
phase extraction and LC fractionation were necessary to obtain 
desired results.  A novel ionization source containing a trochoidal 
electron monochromator has been developed previously2 and has 
been used here for analysis of diesel fuel emissions.  This source 
allows for both electron capture and dissociative electron capture to 
be carried out using very controlled electron energies (±0.3eV).  
NPAHs have a strong ability to undergo electron capture at near-0eV 
producing molecular ions, and can also be subject to dissociative 
electron capture at 3.5eV producing an NO2

- fragment.   
Incorporation of the trochoidal electron monochromator source 

into a mass spectrometer system creates a sensitive and selective 
technique for detection of NPAHs in complex matrices.  The high 
selectivity of the electron monochromator-mass spectrometer (EM-
MS) allowed for minimal sample cleanup in order to achieve desired 
results.  Comparisons will be presented of the NPAH content, as 
measured by EM-MS, in the emissions produced from a modern 
production diesel engine running on conventional and alternative 
diesel fuels. 
 
Experimental 

Diesel Samples.  Test fuels presented here include a 
conventional diesel fuel and a 50% blend of biodiesel and 
conventional diesel.  The fuels were run in a 2002 Cummins ISB 300 
engine.  It is a modern engine with cooled-EGR, high-pressure 
common rail injection, and a variable geometry turbocharger 
designed to meet the EPA 2004 regulated emissions requirements. 
 The engine was run on the federal Heavy-Duty Transient Cycle, 
which is used for EPA certification of engines.  The PM was 
collected onto 47mm Teflon-coated glass fiber pads located in line.  

Sample Extraction and Cleanup.  Internal standards (1-
nitronaphthalene-d7, 4-nitrobiphenyl-d9, 1,5-dinitronaphthalene-d6, 9-

nitroanthracene-d9, 3-nitrofluoranthene-d9 from CDN Isotopes, 
Pointe-Claire, Quebec, Canada and 1-nitropyrene-d9 from Cambridge 
Isotope Laboratories, Andover, MA) were spiked onto the filter pads 
of certain samples for quantitative purposes.  The PM was extracted 
off of the filter pads using dichloromethane (Mallinckrodt UltimAR 
universal grade, Phillipsburg, NJ).  The samples were placed on a 
shaker table for one hour.  Once the filter was removed from the 
sample solution, hexane (HPLC grade, Mallinckrodt, Phillipsburg, 
NJ) was added to create a 20:80 dichloromethane:hexane mix.  Solid 
phase extraction was carried out on aminopropyl solid phase 
cartridges (Alltech Assoc., Inc., Deerfield, IL), with the 20:80 mix 
driving polar interferences from the sample onto the phase.1 The 
samples were then concentrated down to approximately 100µL, using 
toluene (HPLC grade, Mallinckrodt, Phillipsburg, NJ) as a keeper. 

Instrumentation.  A JEOL MStation JMS-700T mass spectro-
meter equipped with a JEOL trochoidal electron monochromator 
ionization source was used for all analyses.  For each sample, one 
microliter was injected onto a Hewlett Packard 6890 Series GC 
system, equipped with an on-column injection port.  A 30m RTX-
5Sil MS column (Restek Corp, Bellefonte, PA), i.d. 0.25mm, was 
used to obtain desirable separation of the NPAHs.  EM-MS analysis 
was carried out using selected ion monitoring (SIM) of m/z 46 for the 
NO2

- fragment at 3.5eV for identification of each compound by 
retention time.  SIM monitoring of the molecular ions at near-0eV 
was used for confirmation of the individual compounds.    
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Figure 1.  SIM chromatogram (m/z 46) of a conventional diesel 
sample a) full scale and b) expanded for detail. 
 
Results and Discussion 

Results obtained for conventional and biodiesel samples are 
presented here.  Figure 1 shows a SIM chromatogram of m/z 46 of a 
conventional diesel sample (no internal standards were used). Peaks 
of 2-nitroanthrancene, 9-nitroanthracene, and 1-nitropyrene have 
been identified based on retention times.  Further analysis of the 
molecular ions (Figures 2 and 3) confirmed these assignments.  
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Figure 2 also contains indications of other nitroanthracene isomers 
and/or isomers of nitrophenanthrene.  
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Figure 2. SIM chromatogram (m/z 223) of a conventional diesel 
sample. 
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Figure 3.  SIM chromatogram (m/z 247) of conventional diesel 
sample. 
 
An m/z 46 SIM chromatogram of a biodiesel sample (with internal 
standards) is shown in Figure 4.  The 6 large peaks in the 
chromatogram are the internal standards.  No other peaks were 
observed at a detectable level.  These results are very preliminary 
and additional analyses need to be conducted in order to be 
conclusive of these observations.  It is possible that NPAHs 
potentially present in the sample are being masked by the internal 
standards.  Adjustment of internal standard content as well as 
concentration is under review to optimize the use of the internal 
standards.  
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Figure 4.  SIM chromatogram (m/z 46) of biodiesel sample. 
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Conclusions 

Preliminary studies of NPAH content in conventional and 
biodiesel emissions have been compared.  The use of an electron 
monochromator as the ionization source for the mass spectrometer 
allowed for minimal sample cleanup in order to obtain results with 
little interference.  Further work is being conducted on a gas to 
liquids (GTL) synthetic diesel fuel made by the Fischer-Tropsch (FT) 
process and blends with various levels of FT fuel combined with 
more conventional refinery diesel fuel.  Qualitative and quantitative 
comparisons will be made of all samples to provide insight on the 
effect of alternative fuels on production of NPAHs in diesel 
emissions. 

1-nitropyrene 
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Introduction 

Jet fuels are comprised of a wide range of hydrocarbon 
compounds with varying functionalities. Although there can be 
hundreds or thousands of individual compounds within the fuel, the 
components can be grouped into four primary classes: paraffins, 
aromatics, cycloparaffins, and olefins. The proportions in which these 
types of compounds are present largely define the physical and 
chemical characteristics of the fuel1. The aromatic content has been 
shown to have a strong effect on these characteristics. For example, 
the total aromatic content can simultaneously affect the overall fuel 
density (physical) and the hydrogen-to-carbon ratio (H/C) (chemical); 
this latter characteristic has been shown to influence the combustion 
efficiency. Aromatics have also been recognized as soot precursors 
during the combustion process as they promote polycyclic aromatic 
hydrocarbon (PAH) growth and subsequent particulate matter (PM) 
production2. This is important because particle emissions from 
stationary and mobile combustion sources are regulated by the EPA. 
Separate standards exist for the allowable quantity of particulate 
matter emissions of “coarse particles” that range from 2.5 to 10 
micrometers in diameter (PM10) and fine particles less than 2.5 
micrometers in diameter (PM2.5).  Therefore, reduction of soot 
emissions can provide environmental benefits that satisfy regulatory 
requirements. 
 Increased understanding on the role of aromatics in the 
formation of PM would greatly assist in the development of strategies 
to reduce PM emissions from turbine engine combustors.  Though 
aromatics have been shown to promote PM production, as previously 
stated, large-scale investigation with actual fuels with varying 
aromatic concentration is difficult due to changes to other properties. 
Therefore, a study was conducted to independently assess the impacts 
of aromatic content in jet fuel on particle emission production on an 
actual turbine engine.  
 
Experimental 

Baseline Fuel. A natural gas derived synthetic jet fuel (synjet) 
was used as the baseline fuel for this study. The synjet provided an 
aromatic-free jet fuel with similar chemical characteristics 
(hydrocarbon range) and physical properties as Jet A-1 or JP-83.  The 
fuel is comprised primarily of branched and linear alkanes, with zero 
aromatic and heteroatomic content. 

Aromatic Blend. The aromatic blend was formed by a 
combination of three different aromatic solvent produced by Exxon 
(100, 150, and 200). This approach was employed rather than the 
addition of a single-component since the mixture was believed to be 
more representative of the range of aromatic components within 
actual jet fuels. To help determine the appropriate ratio of solvents 
for the aromatic blend, an extraction of the aromatic components was 
conducted on two JP-8 samples using high pressure liquid 
chromatography (HPLC). The extractions were then analyzed by Gas 

chromatography/mass spectrometry (GC/MS) to quantify the 
individual species and to determine the molecular weight distribution 
of the aromatic components.  Each solvent was also separately 
analyzed by GC/MS for identification and quantitation of its 
components. A comparison of the aromatic fraction extracted from a 
JP-8 fuel and that obtained from the aromatic blend is shown in 
Figures 1 and 2. Based on this analysis, the appropriate blend ratio of 
the three solvents was obtained to provide an overall aromatic 
distribution similar to that in a typical JP-8. Overall, 25, 53, and 23 
percent of the Exxon 100, 150 and 200 aromatic solvents respectively 
were found to provide the best match to the desired distribution 
without significantly altering the overall volatility of the mixture.  
The aromatic blend was added to the synjet fuel at concentrations of 
5, 10, 15, 20 and 25 percent by volume to evaluate the sensitivity of 
particulate emissions to the concentration of aromatics in the fuel. 
 

 

 
Figure 1.  Gas chromatogram for HPLC extraction of aromatic 
fraction in JP- 8 
 

 
Figure 2.  Gas chromatogram for the aromatic blend 

 
T63 Engine and Fuel System. A T63-A-700 turboshaft engine, 

used primarily in helicopter applications, was used in this study. The 
engine is located in the Engine Environment Research Facility 
(EERF) in the Propulsion Directorate at Wright-Patterson Air Force 
Base, and is used to evaluate turbine engine lubricants, fuels, and 
sensors in an actual engine environment.  

The synjet fuel was supplied to the T63 from an external tank. 
The aromatic blend was injected via two ISCO Model 1000D syringe 
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pumps immediately downstream of the fuel flow meter. The required 
aromatic flow rate was computed from the measured fuel flow rate 
and the target aromatic concentration. The synjet/aromatic blend 
passed through a static mixer to ensure a homogeneous mixture at the 
engine fuel nozzle.  For evaluation of the 25% aromatic 
concentration, the blend and synjet were premixed in the external 
tank due to capacity limitation with the injection pumps.   

The engine was operated at idle and cruise conditions. For these 
experiments the fuel flow rate was adjusted to maintain a constant 
turbine outlet temperature. This approach assured the best run-to-run 
repeatability in these combustion tests. 

Sampling Method. Particulate emissions from the T63 engine 
were captured and transported to the analytical instruments via an oil-
cooled probe installed facing the flow in the center and near the exit 
of the engine to help capture a “representative” sample of the engine 
exhaust and avoid diluting or contaminating with surrounding air.  . 
The probe design is based on an AEDC/NASA/UMR design and 
consists basically of three concentric tubes with three fluid passages. 
The outermost passage flows the recirculating cooling oil, the middle 
passage provides particle free dilution air (which is injected into the 
sample stream at the probe tip), and the center passage transports the 
diluted sample to the instruments. The exhaust sample is diluted with 
dry air at the tip of the probe to prevent water condensation and 
particulate loss to the wall due to high wall-sample temperature 
gradients, and to prevent saturation of the particulates 
instrumentation. The diluted sample was drawn into the analytical 
instruments via a vacuum pump, and the air dilution and sample 
flows were controlled with highly precise flow controllers. Due to the 
high particulate count from this engine, dilution rates of 94-98% were 
used (only 2-6% of the sample from the exhaust entered the 
analyzers).   

Instrumentation. Commercially available aerosol instruments 
were used to measure particle number density, the particle size 
distribution and the particulate mass concentration.  Specifically, 
emissions were characterized using a TSI Model 3022A 
Condensation Nuclei Counter (CNC) and a MetOne Model 237B 
Laser Particle Counter (LPC) to provide a count of particles per unit 
volume (particle number density), a TSI Model 3936 Scanning 
Mobility Particle Sizer (SMPS) to obtain a particle size distribution 
and a Rupprecht & Pataschnick Series 1105 Tapered Element 
Oscillating Microbalance (TEOM) to obtain real-time particulate 
mass emissions. Furthermore, an in-house developed smoke machine 
was used to collect particulate samples on quartz and paper filters for 
subsequent analysis. This included determination of engine smoke 
number, quantitation of the PM mass, qualitative soot composition 
via temperature programmed oxidation, and identification and 
quantitation of the absorbed polycyclic aromatic hydrocarbons (PAH) 
via gas Chromatography/mass Spectrometry (GC/MS). Major and 
minor gaseous emissions were quantified using a Fourier Transform 
Infrared (FTIR) analyzer. Discussions in this paper will focus only on 
the particle number density, size distribution, mass and smoke 
number data.  The remaining data analysis will be covered in a 
subsequent publication.  
 
Results and Discussion 
 Test results for both engine conditions showed a strong 
correlation of the particulate emissions to the overall aromatic 
concentration in the blend. Higher absolute particulate production 
was observed at cruise due to the higher rates of PAH and soot 
formation as the result of higher combustion temperatures and 
pressures. As shown in Figure 3, there was a significant increase in 
the particle number density (PND) at both engine conditions relative 
to combustion with the neat synjet fuel.  The relation of PND 

increase with aromatic concentration was fairly linear for both 
conditions; however, the increase was significantly more notable at 
the idle condition. This could be due to several reasons.  Increased 
soot nuclei, initiated by the increased aromatic species in the fuel, 
may have passed through the combustor without completely 
combusting due to the lower temperatures found at idle, or the CNC 
may have counted fine semi-volatile particles from uncombusted or 
pyrolyzed aromatic compounds.  GC/MS analyses of the soot 
samples may provide insight into these dramatic increases in particle 
concentration at idle with the aromatics. 

Figure 3.   Changes in particle number density as a function of fuel 
aromatic concentration at idle and cruise conditions in T63 engine 
 

The particle size distribution for the idle and cruise conditions 
are shown in Figures 4 and 5. The data indicate that although there 
was an increase in the total particle number density with the higher 
aromatic content, the relative shape of the distribution was not 
altered.  This implies that the aromatics most likely affect the initial 
formation of the PM precursors (e.g., PAHs), but do not significantly 
alter the growth mechanism.   The shift in the particle size 
distribution to the right as the aromatic concentration increased, 
suggests that the larger number of particles due to the increased 
aromatics, underwent coagulation and growth reactions, leading to 
increases in the mean particle size.  This behavior is more evident at 
cruise due to the relatively high concentration of particles. 

 

 
Figure 4. Particle size distribution at idle condition with varying 
aromatic concentration in the synjet fuel 
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Figure 5. Particle size distribution at cruise condition with varying 
aromatic concentration in the synjet fuel 

 
 The smoke numbers for the tests conducted as a function of fuel 
aromatic concentration for both engine conditions are shown in 
Figure 6.  As expected, the smoke numbers were significantly higher 
for cruise than for idle.  The smoke number increased linearly with 
the aromatic concentration for the cruise condition, and showed 
significant increases with aromatics at idle.  These trends are in good 
qualitative agreement with the particle number and size distribution 
data. 
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Figure 6. Smoke number at idle and cruise condition with different 
aromatic concentration. 
 
 Particle Mass Emissions. The particle mass emissions 
measured with the TEOM for the different concentrations of 
aromatics are shown in Figure 7.  As shown, the mass emissions 
trends as a function of aromatic concentrations are similar to those of 
the smoke number.  For the idle condition, although increases in mass 
were measured with increased aromatics, the low particle mass 
loading on the TEOM filter increased the uncertainty in the 
measurement and thus, precluded an accurate trend as a function of 
aromatics. 
 Gaseous emissions. The aromatics were observed to have 
negligible effect on the primary gaseous emissions; specifically, the 
CO, CO2, and NOx.   Subsequent analysis of soot filters will provide 
more insight into the volatile hydrocarbons species that were not 
quantified with the gaseous emissions system. These results will be 
published in a future publication. 
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Figure 7.  TEOM Mass concentrations as a function of aromatic 
concentration 
 
Conclusions 
 The effects of fuel aromatic content on the emissions of a T63 
engine were studied.  A natural gas derived synthetic jet fuel (synjet), 
used as the baseline fuel, was doped with a blend of aromatic 
solvents at different concentrations to simulate the aromatic 
components in a typical jet fuel. Results show that the addition of 
aromatics had negligible impacts on gaseous emissions from the T63 
engine.  As expected, for both engine conditions, strong correlations 
of higher particle emissions as a function of aromatic concentration 
were observed.  The increases in particle number relative to the 
baseline fuel were significantly higher for idle than for cruise, likely 
because of increased soot nuclei or uncombusted (or pyrolyzed) 
aromatic species.  Significant increases in particle mean diameter and 
smoke number were also observed with the increase in aromatics for 
both conditions.  This study clearly shows the sensitivity of soot 
emissions to aromatic concentration, and further demonstrates the 
strong influence of aromatics on engine soot/particulate emissions 
from actual turbine engines.   
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Introduction 
 Mobile and stationary combustion sources are major 
contributors of particulate matter emissions. In 1997, the US 
Environmental Protection Agency (USEPA) set a new air quality 
standard for airborne fine particulate matter (PM) with diameter of 
2.5 µm or less (PM2.5) [National Research Council, 1998].  This 
PM2.5 standard was established based on human health studies 
that showed the previous PM standard for particulate matter with 
diameters of 10 µm or less (PM10) was insufficient to address the 
harmful effects caused by these smaller particles.  The more 
stringent environmental standards imposed by the USEPA have 
increased interest into the research and development of solutions to 
better characterize and reduce PM emissions from combustion 
sources.  Solutions ranging from technological improvements to 
engines, including improved fuel injection or combustion concepts, 
to chemistry-based techniques, such as the use of fuel additives, 
blends and/or fuel reformulation, are being considered by engine 
manufacturers and research organizations.  Although soot 
emissions from combustion sources have been studied extensively 
for many years, the chemical and physical processes that control 
the formation of nascent soot particles are still poorly understood 
[Ritcher and Howard, 2000].  However, it is widely recognized 
that the aromatic species in the fuel play a major role in the 
formation of large polycyclic aromatic hydrocarbons (PAH) and 
eventual soot nuclei.  It has been postulated that the PAH species 
grow via reactions with stable and radical species including single-
ring aromatics, other PAH and C2-C4 radicals to form larger PAH 
molecules.  The growth of these multi-ring species leads to the 
nucleation of small soot particles which subsequently undergo 
growth by coagulation and mass addition.   
 Due to the influential role of aromatics in the initial PAH 
formation, the reduction of the fuel aromatic concentration by 
either improved processing or blending with a low or zero aromatic 
fuel will most likely result in a reduction in soot emissions.  
However, recent studies exploring the effects of biodiesel (zero 
aromatic) as a fuel extender in JP-8 showed only marginal 
reductions in particulate emissions despite reducing aromatics by 
up to 20% by volume [Corporan, 2004].  This was attributed to the 
inefficient combustion and subsequent decomposition of the large 
molecular weight biodiesel compounds, which underwent 
molecular growth reactions to form hydrogen-deficient molecules 
and eventual soot, thereby offsetting the benefits of reduced 
aromatics.  Reductions in particulate emissions would be realized 
if the blend fuel was more similar to the base components in JP-8.  
Accordingly, the present study was performed with a zero-
aromatic synthetic jet fuel (synjet) comprised of normal and 
branched paraffins with a molecular weight distribution similar to 
JP-8.  The fuel was tested neat and at several blend ratios with JP-8 
to study its potential to reduce particulate emissions relative to the 
JP-8 fuel.  Previous research has demonstrated the potential of 

synthetic jet fuel to provide more thermally-stable and cleaner-
burning fuels than current petroleum-derived JP-8 [Edwards, 
2004].  In addition to the potential environmental benefits, 
synthetic jet fuels (natural gas or coal derived) may reduce future 
fuel costs and foreign oil dependency.  Considering that the United 
States consumes approximately 26 billion gallons of jet fuel per 
year, the use of jet fuels containing even small amounts of 
synthetic fuel could translate into significant reductions in the use 
of petroleum-based crude oil. 
 
Experimental  
 T63 Engine and Fuel System. The synthetic jet fuel 
emissions assessment was conducted on a T63-A-700 turboshaft 
engine.  The helicopter engine is located in the Engine 
Environment Research Facility (EERF) in the Propulsion 
Directorate at Wright-Patterson Air Force Base, and is used to 
evaluate turbine engine lubricants, fuels, fuel additives, and 
sensors in an actual engine environment.  A detailed description of 
the engine is provided in an earlier publication [Corporan, 2004].  
 The baseline JP-8 fuel was supplied to the engine from an 
underground facility tank.  The JP-8/synjet blends were supplied 
from an external tank pressurized with nitrogen to feed the engine 
pump.  The engine was initially operated using JP-8 and then 
transitioned to operation with the fuel blends.  After transition, for 
a given engine operating condition, the fuel flow rate was 
controlled to obtain a constant T5 (turbine exit temperature).  This 
approach ensured the best run-to-run repeatability with respect to 
engine power output and combustor temperature for the conditions 
considered.  For these tests, the engine was operated at idle and 
cruise power conditions. 
 Emissions Instrumentation. Particulate emissions from the 
T63 engine were captured and transported to the analytical 
instruments via an oil-cooled probe.  The probe was installed 
facing the flow in the center and near the exit of the engine to help 
capture a “representative” sample of the engine exhaust and avoid 
diluting or contaminating with surrounding air.  In order to 
minimize particle loss by diffusion and impaction, the probe and 
sample lines were built with stainless steel tubing, and sharp bends 
were avoided.  The engine exhaust sample was immediately 
diluted at the probe tip and the sample line was maintained at 75°C 
to minimize water condensation and particulate loss to the wall due 
to high wall-to-sample temperature gradients.  Sample dilution also 
prevented saturation of the analytical equipment. The diluted 
sample was drawn into the instruments via a vacuum pump, and 
the dilution air and sample flows were controlled with high 
precision flow controllers.  All analytical measurements were 
corrected for dilution flow to obtain actual values. 
 On-line analysis of the mostly non-volatile particulate 
emissions sampled at the engine exit was performed using a TSI 
Model 3022A Condensation Nuclei Counter (CNC) to provide a 
count of the total particles per unit volume (particle number 
density) and a TSI Model 3936 Scanning Mobility Particle Sizer 
(SMPS) to obtain a particle size distribution.  For the latter, a nano 
Differential Mobility Analyzer (DMA) TSI Model 3085 with a 
Model 3025 CNC were used in the SMPS to classify and quantify 
the particles 4-160 nm in diameter.  In addition to the particle 
measurements, mass concentration emissions were measured using 
a Rupprecht & Pataschnick Tapered Element Oscillating 
Microbalance (TEOM) Model 1105. 
 Gaseous emissions were extracted using an undiluted, oil-
cooled probe and quantified using a Horiba FIA-510 total 
hydrocarbon analyzer (THC), an M&C PMA-10 oxygen analyzer, 
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and an MKS MultiGas 2030 Fourier-Transform Infrared (FTIR) 
based gas analyzer.  Most gases were quantified using the FTIR 
analyzer, which is capable of quantifying all non-symmetric 
gaseous species at parts-per-billion (ppb) to percent sensitivity and 
can simultaneously analyze and quantify more than thirty gases.   
 An in-house designed smoke machine was used to quantify 
the engine smoke numbers, which were measured following the 
SAE Aerospace Recommended Practice (ARP) 1179.  For the 
measurement, the engine exhaust is sampled at a preset flow rate 
(typically 0.25-0.50 ft3/min) and passed through a paper filter.  The 
smoke number is calculated via the difference in reflectance of the 
filters measured using a Photovolt Instruments Model 577 
reflectometer before and after collection of the soot sample.  Only 
a limited number of smoke number measurements were made in 
this study. 
 Fuels. JP-8 is petroleum-based commercial Jet A-1 fuel with 
a military additive package that includes an icing inhibitor, 
corrosion inhibitor/lubricity enhancer and an anti-static additive.  
The synthetic jet fuel was obtained from Syntroleum Corporation, 
a natural gas recovery company located in Tulsa, Oklahoma.  
Syntroleum Corporation uses a proprietary process to convert 
natural gas into synthetic oil which can then be subsequently 
upgraded into various fuels and other hydrocarbon-based products 
(see www. syntroleum.com). The first-step of the process is the 
production of synthesis gas (syngas--carbon monoxide and 
hydrogen) by reacting the natural gas with air in a proprietary auto-
thermal reformer reactor.  The second step converts the synthesis 
gas into synthetic crude via the Fischer-Tropsch process, in which 
the gas flows into a reactor containing a proprietary catalyst, 
converting it into synthetic oil. This synthetic crude is then 
processed to obtain jet or diesel fuels.  The paraffinic feedstock 
used in this study provided physical properties consistent with 
those required to meet the specification of a JP-8.   
 The JP-8 and synjet fuels were analyzed using GC/MS to 
provide quantitative information about their chemical composition.  
Their respective chromatograms are shown in Figures 1 and 2.   
JP-8 is composed of numerous hydrocarbons with normal paraffins 
being the primary species. The n-paraffins range from n-octane (n-
C8) to n-hexadecane (n-C16), with maximum concentration from n-
decane (n-C10) to n-dodecane (n-C12).  JP-8 also contains lower 
concentrations of cyclic paraffins, olefins and aromatics.  As 
shown in Figure 2, similar to JP-8, the synjet fuel is also composed 
largely of alkane compounds, but it is primarily comprised of 
branched paraffins.   
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Figure 1.  Gas chromatogram of JP-8 fuel 
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Figure 2.  Gas chromatogram of synthetic jet fuel 
 
Results of the specification tests of the neat fuels using standard 
ASTM methods are shown in Table 1.  As shown, the synjet 
properties conform to those for JP-8, except for the API Gravity 
(density of fuel slightly low) and the properties due to the additive 
package.  Of note are the aromatic content and the freeze point of 
the fuels.  Jet fuels contain aromatics mainly due to their higher 
energy density relative to the aliphatic compounds and to swell 
elastomers and prevent leaks through seals in fuel system 
components.  These latter issues should be addressed before 
acceptance of synjet fuels for use in aircraft fuel systems.  The 
lower freeze point of the synjet is attributed to the high 
concentration of iso-paraffins relative to the normal paraffins.   
 
Table 1. ASTM Fuel Specification Tests for JP-8 and Synthetic 

Jet Fuel 
ASTM Tests Standard JP-8 

(POSF 3773) 
Synthetic 

Fuel  
(POSF 4734) 

Total Acid Number, 
mg KOH/g  (D3242) Max 0.015 0.000 0.001 

Aromatics, %vol 
(D1319) 

Max 
25.0 15.9 0.0 

Distillation-Residue, 
% vol (D86) 

Max 
1.5 0.7 1.4 

Distillation-EP, ° C 
(D86) 

Max 
300 256 271 

Freezing Point, °C 
(D5972) 

Max 
-47 -51 -59 

Existent Gum, 
mg/100mL (D381) 

Max 
7.0 1.0 0.20 

Viscosity @ -20°C, 
cSt (D445) 

Max 
8.0 4.4 4.6 

Particulate Matter, 
mg/L (D5452) 

Max 
1.0 0.2 0.10 

Water Reaction 
(D1094) 

Max 
1B 1 1 

FSII (DiEGME),  
% vol (D5006) 0.10-0.15 0.07* 0.00* 

Conductivity, pS/m 
(D2624) 150-600 176 0* 

API Gravity @ 60°C 
(D4052) 37-51 45.4 55.3* 

Flash Point °C (D93) 38 60 49 
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Results and Discussion 
 Neat JP-8, synthetic jet fuel and seven JP-8/synjet fuel blends 
in increments of 12.5% by volume were evaluated on the T63 to 
assess the impacts of the synjet fuel on emissions and overall 
engine performance.  Test data show no adverse impacts on engine 
performance or penalties on total engine fuel flow using the synjet 
fuel.  That is, the fuel flow required to obtain a constant turbine 
exit temperature (T5) using the synjet or JP-8/synjet blends was 
approximately the same as with the baseline JP-8.  In addition, the 
engine was observed to operate smoothly during the transition 
from neat JP-8 fuel to the JP-8/synjet blend. 
 Particulate Emissions. Reductions in T63 particle number 
density emissions using several blend ratios of synjet in JP-8 are 
shown in Figure 3.  As expected, particle number density (#/cm3) 
decreased significantly with increased concentrations of synjet 
fuel, which was attributed largely to the reduced aromatic 
concentration in the resultant fuel or blend.  Reduction of the 
aromatics decreases the concentration of “seed” molecules that 
contribute to the formation of soot nuclei, therefore decreasing the 
production of fine soot particulate relative to use of a higher 
aromatic JP-8 fuel.  Dilution of the aromatic content with a “low-
sooting”, higher hydrogen-to-carbon ratio, iso-paraffinic fuel was 
also a factor in promoting the reduction of particulate emissions.  
This behavior had been seen previously on the T63 engine with 
blends of paraffinic solvents in jet fuel (Corporan, 2004).    
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Figure 3.  Reductions in particle number density emissions from 
T63 engine as a function of synthetic fuel in JP-8  
 
Blending with synjet also significantly reduced the mean diameter 
of the particulate exhaust. Figure 4 displays a strong linear 
relationship between the mean particle diameter and the 
concentration of synjet in the fuel blend for both idle and cruise 
conditions.  These results suggest that particle coagulation from 
these hydrocarbon fuels is a physical process with little 
dependence on combustor conditions.  The resultant smaller 
diameter particles are primarily the result of reduced number of 
particles available for coagulation and surface growth. Shifts in the 
particle size distribution curves to smaller diameter particles and 
lower concentrations for both engine conditions were observed 
with increased concentration of synjet fuel. Since the particulate 
mass is related to the diameter and number of particles, a reduction 
in these parameters should result in a reduction in the total PM 
mass.   
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Figure 4.  Effects of synthetic fuel on particle mean diameter 
emissions from T63 engine 
 
Accordingly, direct mass measurements with the TEOM showed 
reductions of up to 95% with neat synjet fuel relative to operation 
with JP-8 (see Figure 5.).    Unfortunately, data for the neat synjet 
at idle and the 87.5% synjet in JP-8 were not obtained due to 
incorrect setting of the dilution flow, which resulted in low signal-
to-noise data from the TEOM. Reductions of approximately 50% 
were observed for both engine conditions for the 50% synjet blend, 
which supports the near linear correlation between the aromatic 
concentration and particulate mass. 
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Figure 5.  Reductions in particulate mass emissions from T63 
engine as a function of synthetic fuel in JP-8 

 
 Smoke Number. Smoke numbers for the test conditions 
studied are shown in Table 2.  Consistent with the particle mass 
and number data, significant reductions in smoke numbers were 
observed for the synjet fuel and blends relative to operation with 
JP-8.   
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Table 2. Smoke Numbers for T63 Engine Operating with 
Blends of Synthetic Jet Fuel and JP-8 

 
    Concentration of Synthetic Fuel in JP-8   
Engine condition 0 12.5% 25% 37.5% 75% 100% 

Idle 6.42 3.97 3.78 2.65 0.17 0.04 
Cruise 29.7 26.62 23.73 19.7 8.68 3.81 

  
 Gaseous Emissions.  The synthetic fuel had negligible effect 
on the primary gaseous emissions; specifically, the  CO, CO2, NOx 
and unburned hydrocarbons.   This was expected since the engine 
fuel flow rates and combustion temperatures were unaffected with 
the addition of the synjet.  Only SOx emissions were reduced as the 
result of the sulfur-free nature of the synjet fuel.   
 
Conclusions 
 Reductions in turbine engine particulate emissions using a 
natural gas derived synthetic jet fuel (synjet) were demonstrated in 
a T63 engine.  Greater than 90% reduction in particulate mass and 
number density and over 80% reduction in smoke number were 
observed with neat synjet fuel relative to operation on JP-8.  
Negligible effect on gaseous emissions (except for reductions in 
sulfur oxides) and no measurable fuel flow penalties or detrimental 
effects on engine performance were observed with neat synthetic 
fuel or the blends.  Although significant emissions benefits were 
produced with the synthetic fuel (neat and blended), studies on 
material compatibility and additional emission studies on more 
relevant platforms should be conducted.  In addition, economic and 
logistic considerations should be evaluated to further assess the 
potential of using synthetic fuels in military aircraft either neat or 
as a JP-8 fuel extender.  
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Introduction 

Nitrogen-containing compounds inhibit hydrodesulfurization 
(HDS) of sulfur-containing compounds. In the past this was not a 
problem, because the amount of N-containing molecules in naphtha 
and gasoil is much smaller than that of S-containing molecules. 
However, environmental legislation requires a strong reduction of the 
sulfur content of gasoline and diesel fuel to 10 ppm by the year 2010. 
At that low sulfur level even small amounts of N-compounds will be 
harmful because of competitive adsorption. 

Dibenzothiophenes are constituents of gasoil and especially 4,6-
dialkyldibenzothiophenes react slowly in HDS. Therefore we have 
prepared 4,6-dimethyldibenzothiophene (DMDBT), 4,6-dimethyl-
tetrahydro-dibenzothiophene (DM-TH-DBT), 4,6-dimethyl-
hexahydro-dibenzothiophene (DM-HH-DBT), and 4,6-dimethyl-
dodecahydro-dibenzothiophene (DM-DH-DBT) and studied the HDS 
of these sulfur-containing molecules. The influence of N-containing 
compounds on HDS was studied with 2-methylpyridine and 2-
methylpiperidine in the case of metal sulfide catalysts and pyridine 
and piperidine in the case of noble metal catalysts. As catalysts we 
used Ni-MoS2, Co-MoS2, and Mo on γ-Al2O3 as well as Pt, Pd, and 
Pt-Pd on γ-Al2O3 and amorphous silica-alumina (ASA). The 
experiments were performed at 5 MPa total pressure and 300-340°C. 
 
Experimental 

Catalyst preparation. The NiMo, CoMo and Mo catalysts (8 
wt% Mo and 3 wt% Co or Ni) and Pt, Pd, and Pt-Pd catalysts (0.25 
or 0.5 wt% for each metal) were prepared by incipient wetness 
impregnation of γ-Al2O3 or ASA with aqueous solutions of 
(NH4)6Mo7O24·4H2O, and Ni or Co nitrate, and M(NH3)4(NO3)2 
respectively. After impregnation the catalysts were dried in air at 
20°C, then in an oven at 120°C for 15 h, and finally calcined at 
500°C for 4 h. 

Reactions. The HDS and HDN reactions were carried out in a 
continuous-flow fixed-bed reactor. The NiMo, CoMo and Mo 
catalysts were sulfided in situ with 10% H2S in H2 at 400°C and 1.0 
MPa for 4 h. The metal catalysts were reduced in situ with H2 at 
300°C and 0.5 MPa for 2 h. After sulfidation or reduction, the 
pressure was increased to 5.0 MPa, and the liquid reactant was fed to 
the reactor by means of a high-pressure pump. Experiments were 
carried out at 300-340°C for the metal sulfide and 300°C for the 
metal catalysts. The gas-phase feed contained 1 kPa DMDBT and the 
total pressure was 5.0 MPa in all cases. In experiments over the 
sulfidic catalysts 1-6 kPa amine and 35 kPa H2S were added, while 
over the metal catalysts 0.02-0.5 kPa amine was added. The reaction 
products were analyzed by off-line gas chromatography with a PTA-
5 fused silica capillary column and FID as well as pulsed flame 
photometric detection. Weight time was defined as the ratio between 
the catalyst weight and the molar flow to the reactor. The weight 
time was varied by varying the flow rates of the liquid and the 
gaseous reactants while keeping their ratio constant. Further 
experimental details have been published before.1 
 
Results and Discussion 

HDS of DMDBT. The product distribution in the HDS of 
DMDBT, DM-TH-DBT, DM-HH-DBT and DM-DH-DBT showed 
that the HDS of DMDBT occurred as indicated in Scheme 1 over all 

catalysts: i) by direct desulfurization (DDS), leading to the formation 
of 3,3’-dimethylbiphenyl, and ii) by hydrogenation (HYD) yielding 
DM-TH-DBT, DM-HH-DBT, and DM-DH-DBT, followed by 
desulfurization to methylcyclohexyl-toluene and 3,3’-
dimethylbicyclohexyl. Slow hydrogenation of 3,3’-dimethylbiphenyl 
to methylcyclohexyl-toluene and methylcyclohexyl-toluene to 3,3’-
dimethylbicyclohexyl was observed in the presence of Ni-MoS2, 
MoS2 and noble metal catalysts. 
 

S

S

S

S

DDS

HYD

 
 

Scheme 1.  HDS network of 4,6-dimethyldibenzothiophene. 
 

The methyl groups adjacent to the sulfur atom strongly hinder 
the DDS pathway that occurs via σ-adsorption of DMDBT, and 
weakly promote the hydrogenation that requires a π-adsorption 
mode. Thus, the conversion of DMDBT predominantly occurs via the 
HYD pathway. 

While over sulfided catalysts only the tetrahydro-intermediate 
of DMDBT was observed, over the noble metal catalysts also the 
hexahydro- and dodecahydro-intermediates were detected in 
significant amounts. Their highest selectivities were found on Pd and 
Pt-Pd catalysts (Figure 1). This could be due to the relatively weaker 
direct desulfurization and faster hydrogenation on the metals as well 
as to the fact that these partially hydrogenated intermediates are 
desulfurized in the σ-adsorption mode as was reported for sulfide 
catalysts.2 These observations in the HDS of DMDBT were 
confirmed in the HDS of DM-TH-DBT and DM-HH-DBT over 
sulfide catalysts. In these reactions the main product was 3,3’-
dimethylbicyclohexyl and not methylcyclohexyl-toluene showing the 
difficulty of the sulfur removal from partially hydrogenated 
intermediates (Figure 2). Only after complete hydrogenation of 
DMDBT to DM-DH-DBT the steric hindrance is reduced and the 
molecule can be desulfurized. 

Relatively less direct desulfurization of DMDBT into 3,3’-
dimethylbiphenyl and more hydrogenation into DM-TH-DBT was 
observed over the ASA-supported noble metal catalysts. Thus, the 
selectivity in the DDS product decreased from 15% on Pt/Al2O3 to 
6% on for Pt/ASA. We ascribe this to the lower metal dispersion on 
ASA and lower number of edge and kink sites needed for the DDS. 
Moreover, substantial isomerization of the methyl groups and 
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cracking of the products into methylcyclohexane and toluene 
occurred over the acidic ASA-supported catalysts. 
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Figure 1.  Product selectivities in the HDS of DMDBT over 0.5wt% 
Pd/γ-Al2O3 as a function of weight time (■ 3,3’-
dimethylbicyclohexyl; ● methylcyclohexyl-toluene; ▼ DM-TH-
DBT; ► DM-HH-DBT; ◄ DM-DH-DBT; ▲ 3,3’-
dimethylbiphenyl). 
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Figure 2.  Product selectivities in the HDS of DM-TH-DBT over 
MoS2/γ-Al2O3 as a function of weight time. 
 

The activity order of the catalysts was Pt-Pd > Pd > Pt > Co-
MoS2 ≥ Ni-MoS2 > MoS2 and the ASA-supported noble metal 
catalysts were more active than the Al2O3-supported ones. 

Influence of N-compounds. 2-Methylpyridine and 2-
methylpiperidine strongly suppressed the HDS of DMDBT over the 
sulfidic catalysts. At 2 kPa nitrogen-compounds, the conversion of 
DMDBT decreased by factors of 3.5-4, 14-16, and 6-10 over Ni-
MoS2, Co-MoS2, and MoS2 respectively (Figure 3). The HYD 
pathway was more strongly inhibited than the DDS pathway, leading 
to an increase in the 3,3’-dimethylbiphenyl selectivity in the presence 
of N-containing molecules. 2-Methylpiperidine suppressed the 
overall HDS and the HYD pathway somewhat stronger than 2-
methylpyridine. 

Amines also suppressed the HDS of DMDBT over the metal 
catalysts. In the presence of 0.5 kPa pyridine and piperidine the 
conversion of DMDBT decreased by a factor of 2.7, 2, and 1.5 over 
the Pt, Pd, and Pt-Pd on Al2O3 catalysts respectively (Figure 4). The 
bimetallic catalyst showed a better resistance toward poisoning. As in 

the case of the sulfidic catalysts, an increase in the selectivity of the 
DDS product was observed when increasing the amount of N-
containing molecules. This is due to a stronger inhibition of the HYD 
pathway. On the ASA-supported metal catalysts similar influences 
were observed and the acid-catalyzed reactions, such as 
isomerization and cracking of the products, were almost totally 
suppressed in the presence of the amines. 
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Figure 3.  Conversion of DMDBT in the absence and in the presence 
of 2 kPa 2-methylpyridine and 2-methylpiperidine over Ni-MoS2, 
Co-MoS2, and MoS2 catalysts. 
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Figure 4.  Conversion of DMDBT in the absence and in the presence 
of 0.5 kPa pyridine and piperidine over Pt, Pd, and Pt-Pd alumina-
supported catalysts. 
 
Conclusions 

Nitrogen-containing molecules are strong inhibitors of the HDS 
of DMDBT over all studied catalysts. The main pathway of the HDS 
of DMDBT is the HYD and it is affected by N-compounds somewhat 
more strongly than the DDS route. Among the sulfided catalysts Ni-
MoS2 is the least sensitive to the presence of 2-methylpyridine and 2-
methylpiperidine and Pt-Pd/γ-Al2O3 is the least susceptible to the 
presence of pyridine and piperidine among the metal catalysts. 
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Abstract 

Silica sol can be used as the silicon-containing starting material 
when creating nanoporous layered silicate catalysts, and a certain 
portion of unreacted sol particles is incorporated into the final matrix. 
The resulting structure then has mesoporosity and a unique 
morphology. Hectorite-based clays have been prepared using 
different silica sols in order to ascertain the importance of sol 
characteristics on the final matrix. Several techniques have been 
applied to characterize the materials, including XRD, TGA, N2 
porosimetry, and TEM. For hydrodesulfurization (HDS), the 
conversion of dibenzothiophene (DBT) to biphenyl was examined at 
400°C using Co/Mo/S-loaded mesostructured clay supports. Activity 
was compared to a Crosfield 465 commercial catalyst. No 
hydrogenation was observed with any of the clay supports.  The most 
active clay was derived from ludox silica sol AS-30, with an activity 
of 65% DBT conversion (86% for Crosfield 465). For deep HDS, the 
conversion of 4,6-dimethyldibenzothiophene was tested at 325oC and 
350oC and compared to a Criterion 344 commercial catalyst. At 
325oC, Cr344 displays 11.4% conversion. This value is nearly 
attained for the Co/Mo/S-loaded mesostructured clay derived from 
AM30 silica sol (10.5%). The commercially available synthetic 
hectorite called Laponite has very low activity (3.0%), indicating that 
the unique morphology of the mesostructured clays is important. 
Hydrogenolysis vs. hydrogenation pathways are compared for the 
deep HDS reaction. 

 
Introduction 

Because of their characteristic porous structure, surface 
reactivity, and ion exchange capacity, clays are useful catalysts. Over 
the years, our group has developed and patented a general technique 
for the hydrothermal synthesis of magnesium silicate hectorite clays 
in the presence of inorganic, organic, organometallic and polymeric 
intercalants1. This process involves the hydrothermal crystallization 
of a gel containing silica sol, magnesium hidroxide sol, lithium 
fluoride, and an alkylammonium cation or polymer if an organo-
hectorite is desired.   

A certain portion of unreacted sol particles is incorporated into 
the final matrix. The resulting structure then has mesoporosity and a 
unique morphology2.  Previous reports concerning the feasibility of 
these materials as supports for HDS have been published3. Here we 
report on the preparation using different silica sols in order to 
examine the importance of sol particle size, pH, and surface 
chemistry on the final matrix. The test catalytic reactions are based 
on hydrodesulfurization reactivity. The importance of new design 
approaches to ultra-clean diesel fuels by deep desulfurization has 
been pointed out recently4. 
 
Experimental 

Materials.  The mesostructured clays were prepared according 
to published methods1. The silica sols were obtained from Aldrich 
and include HS-30, SM-30, AM-30, AS-30, and TM-40.  This 

represents a variety of sol particle sizes, pH values, and counter-ions 
as shown in Table 1. Both tetrethylammonium (TEA)- and lithium(I) 
(Li)-containing versions of the clays were made and denoted by the 
terms TEA-HS30 or Li-TM40, for example. Calcination was 
performed by heating the clay to 400oC in a N2 atmosphere and then 
to 500oC in air prior to metal loading for HDS. 

Characterization. XRD patterns were recorded on a Rigaku 
Miniflex+ with Cu K� radiation, a 0.05 o2θ step size, and 0.5 o2θ 
scan rate using powders.   TEM images were acquired using a FEI 
TECNAI F30ST operating at 300 kV with a CCD camera.  One drop 
of clay slurry in MeOH (sonicated for 1 hr) was placed onto 3 mm 
holey carbon Cu grids; excess solution was removed and the grid 
dried at 100°C for 10 min. N2 porosimetry was obtained on a 
Micromeritics ASAP2010 after degassing at 110oC for at least 3 hr, 
and employing the multipoint BET and BJH methods.   

HDS Catalysis. For catalyst preparation, 4 gm clay support was 
impregnated with (NH4)6Mo7O24•4H2O (Aldrich) solution to give 6% 
Mo, dried at 110 ºC for 1 hr, and calcined at 400 ºC for 4 hr. The 
cooled catalyst was then impregnated with Co(NO3)2·6H2O (Baker) 
solution to give 2% Co, dried at 110 ºC for 1 hr, calcined at 400 ºC 
for 4 hr. The catalysts were then pelletized in a Carver press, crushed 
and sieved retaining 10-20 mesh portion, heated under N2 at 280ºC 
for 1 hr and then sulfided with 8% H2S in H2 at 350ºC for 2 hr and 
resieved to 10-20 mesh. 1.0 gm sulfided and sieved catalyst was 
mixed with 2.0 gm SiC (20 size; Electro Abrasives) and loaded into 
the trickle-bed reactor, a thick-walled 0.375” ID 316 SS tube that is 
mounted vertically in a three zone furnace. The catalyst is located in 
the center of the tube between plugs of quartz wool and on top of a 
deadman used to minimize the volume between the reactor and the 
liquid receiver.  The liquid test feed consisted of 0.25 wt% sulfur as 
dibenzothiophene (DBT) in hexadecane (1.4 wt% DBT). The 
reaction was carried out at 400 °C under 286 psig H2 (400 psig H2 
plus N2) with WHSV = 15-18. After a slopped fore-cut of 3 or 4 hr to 
reach steady-state, 2 or 3 one hour samples were collected, analyzed, 
and the results averaged. The reproducibility of the conversion 
measurements was ± 4% of the reported values; mass balances were 
100 ± 2%. The reaction products were diluted with mixed hexanes 
(0.3-0.7g in 10.0 ml), separated using a DB5-MS column, and 
analyzed using an HP 5890A GC-MS.  The reaction products are 
biphenyl and unconverted DBT.     

Deep HDS Catalysis.  A two-step wet impregnation method 
was used to load the catalyst.  First, 6 wt% Mo is added in water 
from ammonium heptamolybdate tetrahydrate.  After drying, 2 wt% 
Co is added in water as cobalt(II) nitrate hexahydrate. The catalysts 
are dried at 110oC overnight, calcined at 500oC for 5 hr, then pre-
sulfided at 350oC over a 4-hr ramp and held for 2 hr in 5% H2S-H2 
using a flow apparatus. The catalysts were stored in decalin after 
presulfidation. HDS of 1.23 wt% 4,6-dimethyldibenzothiophene 
(DMDBT) in decalin solvent was performed at 325 and 350 °C for 
30 min under an initial hydrogen pressure of 300 psi (20.4 atm).  A 
microbatch reactor of 25 ml volume was employed using 4.0 gm of 
feed and 0.10 gm of catalyst. 
 
Results and Discussion 

Synthetic Clays. The various clay supports were first 
characterized with respect to XRD and N2 porosimetry.  The XRD 
patterns shown in Fig. 1 are from as-prepared clays prior to 
calcination.  This figure contains the TEA-clays only; the d-spacing 
for these materials is 1.4-1.5 nm.  This value is lower, 1.2-1.3 nm, for 
the Li-clays due to the smaller size of this exchangeable cation.  
After calcination, the patterns look the same except that the d-
spacing (d(001)) collapses to 1.0 nm.  The XRD patterns were used 
as a qualitative measure of crystallinity of the support. Generally, the 
better the separation of reflections occurring within 20-30 degrees 
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2θ, the more crystalline the clay. Going by this measure, the most 
crystalline samples are derived from AM30, AS30, and HS30. The 
same holds true for the Li-versions (figure not shown). The most 
intense basal spacing occurs for the AM30 sample. 

In terms of N2 porosimetry, the BET surface areas of samples 
after calcination generally ranged from 194-278 m2/gm. Pore 
volumes were generally 0.24-0.26 cc/gm for Li-clays and 0.41-0.49 
cc/gm for those derived from TEA-clays. The isotherms were all 
Type IV with hysteresis loops. The vast majority of samples 
displayed H2 loops, with the remainder having H3 loops. For those 
with H2 loops, which indicates mesostructuring, the average pore 
diameter size was typically 4.8-5.5 nm. TEM of all of the clays prior 
to calcination was also performed. One example is shown in Fig. 2 
for TEA-AS30. Here, individual clay flakes and layers are visible as 
curved features approximately 100-200 nm long. The background is 
dominated by spherical particles approximately 1.5 nm in diameter, 
which are the unreacted silica particles. Although this phase appears 
to be dominant in TEM images due to contrast, it is in fact present at 
only about the 10 wt% level. Table 1 lists some of the clays used in 
terms of the precursor silica sol parameters. TEM was used to 
determine the particle size of the silica phase present in the clay as 
compared to the size in the sols provided by the supplier. The best 
catalyst results (vida infra) were invariably obtained from clays that 
contained 15 nm silica particles (HS30, AM30, AS30). 

HDS of DBT. Table 2 summarizes these particular catalysis 
results in terms of %DBT conversion. The selectivity to biphenyl 
was 100% in all cases since no trace of the hydrogenation product 
cyclohexylbenzene was observed. The reference, in contrast, which 
was a Crosfield 465 CoMo/alumina catalyst, displayed a biphenyl 
yield of 80.8%, a cyclohexylbenzene yield of 5.0%, and a biphenyl 
selectivity of 94.2%. All catalysts maintained activity during the 
duration of the test. While %DBT conversions were considerably 
lower than that of the reference, commercial, catalyst, our interest 
was in parameters which may cause differences between the clays 
themselves. No correlation could be found for materials prior to 
Co/Mo/S loading from N2 porosimetry data. Interestingly, most of 
the catalysts displaying the highest DBT conversions were derived 
from the Li-clays (56.1-64.8%); TEA-HS30 was also in this range at 
58.3%.  The remainder of the TEA-clays, however, were lower at 
40.1-49.6%. Possible reasons for this behavior will be discussed in 
the discussion on catalyst stability.  

 
Table 1.  Synthetic Clays Based on Silica Sol Source 
clay 

(exchangeable 
cation-silica sol) 

ave. silica 
diameter 

in clay (nm)1

precursor 
silica sol 
diameter 

(nm)2

precursor 
silica sol 

pH2

TEA-SM30 11 7 10.2 
TEA-HS30 15 12 9.8 
TEA-AM30 15 12 8.9 
TEA-AS30 15 22 9.2 
TEA-TM40 24 22 9.0 
Li-TM40 24 22 9.0 
1determined via TEM analysis of the clay product. 
2as reported by the supplier. 
 

  
Figure 1. XRD patterns of synthetic TEA-hectorite catalyst 
precursors derived from various silica sols as shown in the legend.  
 
 

             
 
Figure 2. TEM image of TEA-AS30 hectorite prior to calcination 
and catalyst loading. 

 
 
Table 2. HDS at 400oC with Co/Mo/S Catalysts 

Catalyst %DBT Conversion 
Crosfield 465 85.8 
Li-AS30 64.8 
TEA-HS30 58.3 
Li-TM40 58.2 
Li-HS30 56.1 
TEA-AS30 49.6 
TEA-TM40 45.7 
TEA-AM30 44.3 
TEA-SM30 40.1 

 
 
Deep HDS of DMDBT. Tables 3 and 4 contain conversion and 

product selectivity data for this reaaction over many of the same 
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catalyts. The reference used for these reactions was a commercial 
Criterion Cr344 Co/Mo/S catalyst. The conversion of DMDBT was 
kept intentionally low for accurate kinetic studies. At 325oC, the 
conversion of DMDBT over the Cr344 commercial catalyst was only 
11.4% under these conditions. The reactivity of the most active 
catalylst, TEA-AM30, was quite similar at 10.5%. There have been 
recent reports comparing the activity of catalysts in terms of 
hydrogenation (HYG) versus direct desulfurization (DDS) pathways 
that are operative during deep HDS. Reportedly, after hydrogenation 
of DMDBT, elimination of the sulfur atom is facilitated due to 
molecular puckering, which decreases the steric hindrance of the two 
methyl groups, and and an increase in electron density of the sulfur 
atom5. For comparison, the HYG/DDS ratio at 325oC for Cr344 is 2.2 
but it is significantly higher (4.4) for the TEA-AM30 catalyst.  
DMDBT conversions increased with temperature, as one would 
expect, ranging from 2.9-10.5% at 325oC and 2.9-16.1% at 350oC. 
DDS was more limited at lower temperatures, however, causing the 
HYG/DDS values to be higher here.  No DMDCH was observed at 
325oC, whereas the more active catalysts displayed up to 3.6% 
selectivity of this product at 350oC. In summary, the catalysts with 
higher HYD activities may be suitable for the deep HDS reaction.  

 
Table 3. Deep HDS with Co/Mo/S-Clay Catalysts 

Catalyst %DMDBT 
conversion 
at 325oC 

HYG/DD
S 

at 325oC1

%DMDBT 
conversion 
at 350oC 

HYG/DD
S 

at 350oC1

TEA-
AM30 

10.5 4.4 16.1 2.2 

TEA-AS30 9.5 3.6 14.2 1.9 
TEA-TM40 5.9 2.8 10.4 1.9 
Li-TM40 6.0 3.5 10.1 1.5 
TEA-HS30 7.1 3.6 10.0 2.3 
TEA-SM30 6.9 3.5 9.5 2.0 
Laponite 3.0 2.3 2.9 1.5 

1Ratio of hydrogenation products (HYG) over direct desulfurization 
products (DDS) (see Table 4).  

 
Table 4. Product Selectivity (% ) from Deep HDS at 350oC 

Catalyst DMBP 
(DDS)1

HDMDBT 
(HYG)1

DMDCH + MCHT 
(HYG)1

TEA-AM30 31.8 45.8 22.4 
TEA-AS30 34.5 46.4 19.1 
TEA-TM40 34.2 48.2 17.6 
Li-TM40 39.6 42.2 18.2 
TEA-HS30 30.3 53.7 16.0 
TEA-SM30 34.0 48.7 17.4 
Laponite 39.8 33.6 26.6 

1DMBP = dimethyl biphenyl; HDMDBT = tetrahydrodimethyl 
dibenzothiophene; MCHT = methylcyclohexyltoluene; DMDCH = 
dimethyldicyclohexane. 
 

It is known that Ni/Mo/S-catalysts have higher activity for deep 
HDS than Co/Mo/S-catalysts because Ni has high hydrogenation 
activity. In fact, a reference Cr424 Ni/Mo/S commercial catalyst 
showed 24.5% DMDBT conversion under the same conditions at 
325oC where the Cr344 Co/Mo/S catalyst showed 11.4% conversion. 
All of the clay supports show higher HYD activity than Cr344.  The 
TEA-AM30 support, furthermore, displays activities (%DMDBT 
conversions) that are very similar to the HDS activity of the 
commercial Co/Mo/S-catalyst. If this material were to be modified 
further by different preparation methods or pretreatments, it shows 
potential as a promising deep HDS catalyst. Future studies will focus 
on testing these supports as Ni/Mo/S-catalysts.  

Catalyst Stability. XRD, N2 porosimetry, and TEM 
characterization of some of the materials was done after Co/Mo/S 
loading and after DBT HDS catalysis. For these purposes, only the 
most reactive (TEA-HS30, Li-AS30) and least reactive (TEA-SM30) 
catalysts were examined. Table 5 provides the N2 porosimetry data 
for these samples.  

 
Table 5. N2 Porosimetry of Various DBT HDS Catalysts 

stage surface area 
m2/gm 

pore volume 
cc/gm 

hysteresis 
loop type 

TEA-HS30 
calcined 225 .38 H2 
after Co/Mo/S 143 .27 H2 
after HDS 99 .22 H2 

Li-AS30 
calcined 200 .24 H2 
after Co/Mo/S 125 .15 H2 
after HDS 65 .10 H2 

TEA-SM30 
calcined 278 .46 H2 
after Co/Mo/S 115 .25 H3 
after HDS 78 .22 H3 

 
 As would be expected, the surface areas and pore volumes 
decrease quite markedly upon Co/Mo/S loading of the supports, and 
further still after HDS reaction. The one parameter that changes for 
the least active catalyst (TEA-SM30) that does not change for the 
active catalysts is the hysteresis loop type. It is apparent that, for 
whatever reason, the mesostructuring of this material was lost upon 
metal loading. Possible reasons for this phenomenon remain under 
investigation. Fig. 3 displays representative isotherm data with the 
different hysteresis loop types. 
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Figure 3.  N2 isotherms for (a) calcined clay TEA-HS30 and (b) 
calcined and Co/Mo/S-loaded TEA-SM30; solid circles = adsorption, 
open circles = desorption. 
 

The high resolution TEM image shown in Fig. 4 is for the 
Co/Mo/S-Li-AS30 active catalyst. Note the curved layered structure 
that nearly envelops one of the silica particles and the lattice fringes 
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in the upper left portion of the image. Both are assumed to arise from 
the Co/Mo/S-species since neither has been observed in the precursor 
clay supports.  
 

               
    
Figure 4.  HR-TEM image of Co/Mo/S-Li-AS30 (scale bar 10 nm). 
 
Conclusions 

For an as yet undetermined reason, precursor silica sols that 
yield silica particles sizes of 15 nm within the synthetic clays appear 
to be optimum for HDS and deep HDS reactions. Both smaller and 
larger silica sol sizes were employed, but both showed a negative 
effect on final catalytic results. It is presumed that the 15 nm sols 
foster the most crystalline materials (from XRD data) and the 
optimum mesostructuring (in terms of textural porosity and 
morphology) of the clay catalyst precursor. This may also have an 
impact on the optimum Co/Mo/S-species size and/or shape. Variation 
between the activity of a particular catalyst for HDS vs. deep HDS is 
not directly comparable due to differences in conditions such as 
calcination, Co/Mo/S-loading, reaction temperatures, etc.  The Li-
clays are overall more active for DBT HDS than the TEA-versions. 
In general, the former have lower pore volumes at 0.24-0.26 cc/gm 
than the latter (0.41-0.49 cc/gm). High crystallinity is also apparent 
for the Li-clays from the electron diffraction patterns taken during 
TEM imaging of these clays, which showed very strong and sharp 
diffraction rings (data not shown). 
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Introduction 

The need to deeply reduce the sulfur level of fuels has led to a 
high interest in materials different from the classic hydrotreating 
catalysts based on MoS2. Whereas metal carbides and nitrides are 
initially highly active, but not stable in a sulfur-containing 
atmosphere, the metal-phosphorus and metal-silicon bonds are 
stronger than the metal-sulfur bond. Under hydrodesulfurization 
(HDS) conditions the surfaces of molybdenum and nickel 
phosphide take up sulfur atoms, but the kernels of the metal 
phosphide particles stay intact.1, 2 Metal phosphides and silicides 
may therefore be promising hydrotreating catalysts for deep HDS. 
Supported metal phosphides of Mo, W, Co and Ni can be prepared 
from the corresponding metal salts and (NH4)2HPO4 by reduction 
in H2 and the resulting materials have very promising hydrotreating 
activities.3-8 Unfortunately, the dispersion of thus-prepared 
supported metal phosphides is low, because the P-O bond is strong 
and its reduction requires high temperature. Hydrogen atoms, 
formed on the metal atoms, spill over to the phosphate and reduce it 
to phosphorus or phosphine, which can react with the metal 
particles to a metal phosphide. The high temperature leads to a low 
dispersion of the resulting metal phosphide particles. We have 
therefore looked for phosphor-containing species that contain P-X 
bonds that are easier to break than the P-O bond in phosphates and 
phosphites. We have found that supported metal phosphide 
particles of high dispersion can be obtained by treating reduced 
metal particles on a support by phosphine. In this chemical vapor 
deposition method there is no need to go to high temperatures, and 
as a consequence the size of the metal phosphide particles is 
equivalent to that of the metal particles and can be kept small. 
  
Experimental 

Catalyst preparation. Silica-supported nickel phosphide was 
prepared by reaction of supported Ni and NiO particles with PH3. 
The supported metal precursor was prepared by pore-volume 
impregnation. The silica support was dried at 373 K for 12 h prior 
to impregnation. Three aqueous solutions of nickel nitrate, nickel 
acetate, and nickel nitrate containing the chelating ligand 
nitrilotriacetic acid (NTA)9 were used in the impregnation. The 
corresponding samples are denoted as N-X (nitrate), A-X (acetate) 
and NTA-X respectively, where X is the weight percent of nickel in 
the samples.  The dried, impregnated solids were reduced in 
flowing H2 at 673 K for 2 h. In one experiment, a dried powder 
impregnated with nickel nitrate was calcined at 773 K for 3 h 
before reduction in H2. The reduced samples were cooled down to 
298 K in flowing H2. The reduced Ni/SiO2 samples were exposed 
to a flowing 10% PH3/H2 mixture (20 ml/min) between 298 and 
523 K; the final temperature was maintained for 2 h. Then the 
samples were cooled down to 298 K in flowing H2, flushed with He 
for 20 min and passivated in a flow of 1 mol% O2/He. In addition, a 
sample was prepared by the classical phosphate reduction method3 
for comparison (NP-13, nickel loading 13 wt%).  

Catalyst characterization. The catalysts were characterized 
by XRD, nitrogen adsorption, and CO chemisorption (in the latter 
case after re-reduction of the samples in situ in H2 at 623 K for 2 
h). 31P MAS-NMR spectra were obtained with an Advance 400 WB 

Bruker spectrometer at room temperature. Samples were packed into a 
4-mm-diameter rotor in an inert atmosphere and measured with 
spinning at 10 kHz. The spectra were obtained by applying the Fourier 
transformation to the free induction decay signals. The isotropic shifts 
of the signals were obtained by comparing spectra measured at 
different spinning rates. 

HDS and HDN activities. The HDS of dibenzothiophene (1 kPa) 
and the hydrodenitrogenation (HDN) of orthomethylaniline (3 kPa) 
were carried out in a continuous–flow microreactor at a total pressure 
of 3.0 MPa as described before.7, 10 The passivated catalysts were 
activated in situ with H2 at 673 K and 0.1 MPa for 3 h. The liquid 
reactant was fed into the reactor by means of a high–pressure pump 
using toluene (HDS) and n-octane (HDN) as the solvent. The catalyst 
was stabilized at 643 K and 3.0 MPa for at least 12 h before samples 
were taken for analysis. The experiments were carried out in the 
absence of H2S, in the presence of H2S and after removal of H2S from 
the feed. During two weeks of operation there was almost no 
deactivation of the catalyst. 
 
Results 

After reduction of the impregnated and dried Ni/SiO2 precursors in 
H2, the XRD patterns of the N-4.8 and N-13 Ni/SiO2 precursors 
exhibited peaks corresponding to Ni. Using the Scherrer equation, 
average crystallite sizes of 8 and 10 nm were calculated, respectively. 
In the XRD patterns of the two reduced 5 wt% Ni/SiO2 precursors, 
which were prepared with a solution of nickel acetate (A-5) and with a 
solution of nickel nitrate and NTA (NTA-5), only the features of 
amorphous silica were visible. It implies that the nickel particles were 
too small to be detected by XRD, which was confirmed by TEM and 
H2 chemisorption. 

The reduced Ni/SiO2 precursors were treated with a 10% PH3/H2 
mixture (20 ml/min) from 298 to 523 K (2 h), cooled down to 298 K in 
flowing H2, flushed with flowing He, and then passivated in a flow of 1 
mol% O2/He. Figure 1 shows the XRD patterns of the 13 wt% Ni/SiO2 
precursor, prepared from nickel nitrate (N-13), after reaction with 
phosphine at different temperatures. After reaction at 298 K, the 
diffraction characteristics of Ni particles are still present, similar to 
those of the starting Ni/SiO2 precursor.  
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Figure 1. XRD patterns of the 13 wt% Ni/SiO2 precursor, prepared 
from nickel nitrate, after reaction with phosphine at different 
temperatures. *, Ni3P 

 
The Ni peaks almost disappeared after reaction at 323 K, only a 

broad Ni peak at ca. 44.6o remained. In the XRD pattern of the Ni/SiO2 
precursor after reaction with phosphine at 373 K intense peaks were 
present at 40.7o, 44.6o, and 47.4o and weaker peaks at 54.2o and 55.0o, 
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all attributed to Ni2P. Very weak peaks were present at 41.8o, 42.8o, 
43.6o, and 45.3o, corresponding to Ni3P. When the reaction 
temperature was increased to 423 and 523 K, only the Ni2P 
diffraction peaks were present, indicating that pure Ni2P can be 
prepared on silica by treatment with phosphine above 423 K. The 
average crystallite size of both Ni2P/SiO2 catalysts, obtained at 473 
and 523 K, was ca. 13 nm. 31P MAS-NMR spectra of the samples 
prepared at 423 and 523 K showed peaks around 4075 and 1200-
1700 ppm. Although these peaks are in the region to be expected 
for Ni2P, the peaks in the region of 1200-1700 ppm were not 
exactly equal to those of highly crystalline Ni2P. 

Metallic Ni/SiO2 precursors, prepared from different metal 
salts, were treated with 10% PH3/H2 at 523 K. Figure 2a shows 
that the XRD pattern of the catalyst prepared by the classical 
phosphate reduction method3 had sharp peaks; large Ni2P particles 
with an average crystallite size of 30 nm had formed. The 
Ni2P/SiO2 catalysts, made from nickel nitrate and with Ni loadings 
of 4.8 and 13 wt%, exhibited broader XRD peaks (Figs. 2b and c) 
and average crystallite sizes of 11 and 13 nm were calculated, 
respectively. The XRD patterns of the samples prepared with nickel 
acetate and with nickel nitrate and NTA showed only the features 
of amorphous silica, implying that the nickel phosphide particles 
were too small to be detected by XRD. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. XRD patterns of Ni2P/SiO2 catalysts prepared from 
different precursors. 

 
To examine if PH3 also reacted with supported NiO, the 

calcined 13 wt% NiO/SiO2 sample was treated with a 10% PH3/H2 
mixture at different temperatures. The XRD patterns show that, 
after reaction with phosphine at 523 K for 2 h, the NiO peaks had 
almost disappeared and that weak peaks at 40.7o, 44.6o, and 47.4o 
attributed to Ni2P were present. When the reaction temperature was 
increased to 623 K, only the diffraction peaks corresponding to 
Ni2P were present. This indicates that silica-supported Ni2P can 
also be achieved by treating a NiO/SiO2 precursor with phosphine 
above 623 K. 

The hydrotreating activity of the N-13 Ni2P/SiO2 catalyst was 
tested in the HDS of dibenzothiophene and the HDN of 
orthomethylaniline. The activity of Ni2P in the HDS of DBT was 
very high. The product distribution was similar to that over sulfided 
CoMo and NiMo catalysts. The amount of tetrahydro-DBT was 
very low showing that it is easily desulfurized. Bicyclohexyl was 
observed only in trace amounts. The further hydrogenation of 
biphenyl to cyclohexylbenzene and of cyclohexylbenzene to 
bicyclohexyl did not take place. Also the HDN activity was very 

good and much higher than that of the metal phosphide catalysts 
determined before.7 

0

20

40

60

80

100

0 5 1
Weight time [g*min/mol]

Pa
rt

ia
l p

re
ss

ur
e 

[%
] DBT

BP

CHB

0

 
Figure 3. HDS of dibenzothiophene over the N-13 Ni2P/SiO2 catalyst.  

 
Discussion 

Our results demonstrate that metal phosphide particles on a 
support can very easily be prepared from metal or metal oxide particles 
by treatment with phosphine and hydrogen. In case of Ni, the metal 
particles already became fully phosphided at 423 K, while NiO 
particles needed 623 K. These temperatures are very much lower than 
the temperatures required in the phosphate method of preparing metal 
phosphide. Because of the very strong P-O bond, temperatures of about 
1000 K are needed. Such high temperatures lead to the almost 
exclusive formation of phosphorus (phosphine is not stable at high 
temperature), which diffuses only slowly into the metal particles. All 
this leads to sintering and loss of dispersion. At these high temperatures 
phosphate also reacts with supports like alumina and therefore a large 
excess of phosphate has to be added in order to make metal phosphide 
particles. Thus, only alumina-supported metal phosphide catalysts with 
loadings above 20 wt% have been reported.  
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Conclusions 

The phosphine method allows preparing the metal phosphide 
particles at moderate temperature. As a result, the particle size is 
equivalent to that of the precursor particle size and small supported 
metal phosphide particles can be made of any metal or metal oxide 
precursor that can be made with high dispersion. Even on alumina, low-
loading metal phosphide catalysts with high dispersion can be made. 
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Introduction 

The use of ZSM-5 additives in FCC units began in the early 
1980s to increase the octane of the FCC gasoline produced, 
particularly in distillate mode operation where the low severity leads 
to lower octane1. More recently, as the value of gasoline octane has 
decreased, and the values of petrochemical feedstocks have 
increased, ZSM-5 is increasingly being used to produce increased 
quantities of light olefins (particularly propylene and butylenes)2.  

While propylene is the product generally desired as an FCC 
product for feed for polypropylene, ethylene is also of considerable 
value if it can be obtained in a practical manner. Ethylene is 
generally separated cryogenically from the light gas products of 
thermal cracking. Cryogenic separation is generally not available for 
FCC off-gas because of the low concentrations of ethylene normally 
found, but in instances where a thermal cracking process is utilized in 
the same refinery as an FCC unit, ethylene is often recovered if 
sufficient capacity exists. 

It has been recognized that use of ZSM-5 additives results in 
increased yields of ethylene, although these are small compared to 
propylene. Zhao and Roberie investigated the effects of different 
levels of ZSM-5 additives at two temperatures3. They found that with 
32% of an additive containing 25% ZSM-5 (8% crystallinity), they 
could produce about 3.2% ethylene along with close to 15% 
propylene. In the present investigation, we show how changing 
catalyst formulations can radically increase the yields of ethylene, as 
well as the combined light olefin yields, under practical FCC 
conditions. 
 
Experimental 

FCC conversion experiments were performed in quartz fixed 
bed reactors similar to those described by Chester and Stover4. 
However, in contrast to the run methodology described by them, all 
runs were performed at constant WHSV (either 6 or 12) and varying 
time on stream in order to produce high C/O ratios when catalysts 
had low activity for overall cracking  (as is the case when ZSM-5 
additives were used without a USY catalyst component). A Mid-
continent Sour Heavy Gas Oil (SHGO) was used as feed. 

ZSM-5 additive catalysts were prepared (generally) from low 
SiO2/Al2O3 ZSM-5 crystals (40%) and a matrix containing kaolin 
clay (30%) and silica sol as binder. Active alumina (5%, except 
where noted) was added by dispersing suitable quantities of 
psuedoboehmite with acid prior to addition to the catalyst slurry. 
Phosphorus (2.3%) was added to the slurry prior to spray drying. 
Other ZSM-5 crystals with varying SiO2/Al2O3 and crystal sizes were 
obtained from commercial sources. 
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The base catalyst (designated Octacat) used in blending 
experiments and as a comparison was obtained from W.R.Grace, Inc. 
and contained 40% USY (no rare earths) in a silica-sol, clay matrix. 

Prior to testing all catalysts were calcined at 538 oC (1000 oF) 
for 3 hours after being heated at a rate of 2.8oC/min. Catalysts were 
then steamed (except where specified) by cyclic propylene steaming 
for 20 hours at 780 oC (1435 oF) at 4.4 bar (50 psig) with 50% steam 
in order to simulate aging in an FCC regenerator. In cyclic propylene 
steaming, 5 min cycles of N2, propylene and air are used throughout 
the steaming. 

 
Results and Discussion 
 In the initial investigation, ZSM-5 catalysts with differing 
properties were tested at 1200 oF start-of-run temperature; no large 
pore zeolite was used to provide high conversion. The results are 
shown in Table 1, where Octacat is used as a comparison. 

Note that the lower SiO2/Al2O3 ratio zeolites all produced from 
6-8% ethylene. Under the same conditions, USY (Octacat) only 
produced 1% ethylene, indicating that thermal conversions were 
minimal under the experimental conditions. The best ethylene yield 
was obtained with low SiO2/Al2O3 ZSM-5 with no active Al2O3 in 
the matrix. Propylene yields followed the same trends as ethylene, 
and are of the same magnitude as observed with ZSM-5 additives at 
lower temperatures3.  

However, activities are quite low, as indicated by the Cat/Oil 
ratios necessary to reach 60% conversion (9-24). Since ZSM-5 does 
virtually no heavy oil conversion, the matrix bears the load; the 
active Al2O3 has no apparent effect, as indicated by comparing the 
standard catalyst with one with no Al2O3 in the matrix. 
Comparatively, the nanocrystalline ZSM-5 is surprisingly active, 
perhaps because of its high external surface area. In conventional 
additives, the poorer stability of nanocrystalline ZSM-5 has 
precluded its use5, but it has been found that phosphorus stabilization 
is effective in stabilizing these small crystals6. Selective ZSM-5, with 
much lower activity and inherently larger crystal size and poorer 
diffusion, is the poorest performer. 
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Table 1.  Performance of ZSM, cracking Gas Oil at 1200oF (60%  
Conversion) 

 

Catalyst Octa-
cat 

Standard 
ZSM-5 

no Al in 
Binder 

Nano- 
crystal 
ZSM-5 

Select
-ive 

ZSM-5 

SiO2/Al2O3 USY 25.0 25.0 60.0 450.0 

Size N/A 200-
500nm 

200-
500nm 

20-
50nm ~1µm 

Conversion, 
wt% 

60.0 
 

Cat./Oil 3.3 14.3 13.8 8.9 23.9 

C2-, wt% 4.0 7.1 7.4 7.0 9.4 

C2=, wt% 1.0 6.7 7.7 6.0 5.5 

C3=, wt% 4.2 12.7 13.3 12.7 10.7 

C3, wt% 1.2 2.1 2.6 1.9 1.6 

C2=+C3=, 
wt% 5.2 19.4 21.0 18.7 16.2 

C4=, wt% 5.3 7.3 7.0 7.6 7.7 

C4, wt% 1.9 0.8 0.9 0.8 0.5 

Gasoline 
wt%, C5-

430oF 
40.3 17.8 16.8 19.3 17.8 

LFO, wt% 25.1 19.8 19.9 21.4 18.8 

HFO, wt%, 
700oF + 14.9 20.2 20.1 18.6 21.2 

Coke, wt% 2.1 5.5 4.4 4.7 6.7 

Cracking at 1200oF Start of run, Mid-continent SHGO 

 
In order to increase the activity of the system, ZSM-5 was 

blended with Octacat in varying proportions and also tested at 1200 
oF. The results are shown in Table 2 at a constant 70% conversion; 
actual conversions in the midrange blends (30-70%) could be much 
higher. Higher conversions could be obtained without sacrificing the 
ethylene yields; with the catalyst containing 70% Octacat/30% ZSM-
5, conversions as high as 78% could be attained with ethylene yields 
of 7%. With that catalyst, total light olefin yields of well over 30% 
C2

=-C4
=  are obtained even at 70% conversion; coke yields are also 

low and the Cat/Oil ratio, is well below 10 and within more normal 
FCC ranges. Investigations of other ZSM-5 catalysts, as described in 
Table 1, in this system showed that the catalyst without any Al2O3

 in 
the matrix showed an additional benefit in ethylene yield (about 0.7% 
at 70% conversion. 

 
 
 
 
 
 
 
 
 

 

Table 2. Performance of Octacat/ZSM-5 Blends in 
Cracking to Olefins. 

 

Catalyst,% 
Octacat 0 30 50 70 90 100 

Conv., wt% 70.0 
Cat./Oil 22.0 22.0 15.2 7.7 4.9 4.9 

C2-, wt% 8.9 5.9 5.8 4.8 4.8 7.9 
C2=, wt% 8.5 7.7 7.0 6.0 5.3 2.6 
C3=, wt% 14.3 15.8 17.1 16.3 15.6 7.3 
C3, wt% 3.1 2.6 2.4 2.3 2.2 1.9 
C2=+C3=, 

wt% 22.8 23.5 24.1 22.3 20.9 9.9 

C4=, wt% 7.1 8.7 9.3 10.2 9.5 8.2 
C4, wt% 1.1 1.1 1.2 1.8 1.6 1.9 
Gasoline 
wt%, C5-

430oF 
18.9 18.3 19.9 22.9 25.2 35.4 

LFO, wt% 16.7 16.3 16.8 19.6 19.1 19.9 
HFO, wt%, 

700oF + 13.3 13.7 13.2 10.4 10.9 10.1 

Coke, wt% 8.1 8.4 6.0 4.1 4.4 4.7 

Cracking at 1200oF Start of run, Mid-continent SHGO 

 
 Although a process has been proposed for operation at 
temperatures higher than 1200oF (the CPP Process7), operation at 
such a high temperature is unlikely to be practical in normal FCC 
units because of metallurgy requirements. So a lower temperature, 
1080oF, was tested. This is not an unreasonable riser bottom 
temperature in current FCCs that operate at above 1000oF riser top 
temperature. The results are shown in Table 3. Ethylene yields are 
still high for the standard catalyst, down from 7 to 4.6% for the 50% 
catalyst. But when Al2O3 is removed from the matrix, and some 
steam is added (which simulates real operations), ethylene yields 
were close to 8%, suggesting that with the right catalyst system and 
operating conditions, existing FCC units could produce high ethylene 
yields. 
 
Table 3. Cracking Results for a 50% Octacat/50%  ZSM-5 

Catalyst at 1080oF. 

Catalyst Standard 
ZSM-5 

no Al2O3 
in Binder 

Conversion., wt% 75.0 
Cat./Oil 17.8 9.6 

H2O Co-feed, wt% 0.0 7.5 
WHSV 12.0 6.0 

C2-, wt% 4.4 4.4 
C2=, wt% 4.6 7.8 
C3=, wt% 16.0 14.8 
. C3, wt% 2.8 4.4 

C2=+C3=, wt% 20.6 22.6 
C4=, wt% 10.6 7.8 
C4, wt% 3.8 3.6 

Gasoline wt%, C5-430oF 23.1 24.2 
Coke, wt% 5.3 3.4 

Cracking at 1080oF Start of run, Mid-continent SHGO 
Catalyst:50% Octacat/50% ZSM-5 
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 In another experiment, the effect of steaming the ZSM-5 was 
examined: an unsteamed catalyst (calcined only) was compared to 
the standard steam treated catalyst. The results are shown in Table 4 
and are remarkable. 
 

Table 4. Effect of Steaming ZSM-5 on Cracking 
Performance 

 
ZSM-5 Treatment Steamed Unsteamed 
Conversion, wt% 75.0 

Cat./Oil 12.9 8.6 
C2-, wt% 7.6 7.6 
C2=, wt% 6.5 9.2 
C3=, wt% 16.6 14.3 
C3, wt% 2.8 3.8 
C4=, wt% 9.4 7.1 

C2=+C3=+ C4=,wt% 32.5 30.6 
C4, wt% 2.3 2.0 

Gasoline wt%, C5-
430oF 22.8 25.5 

LFO, wt% 15.9 16.1 
HFO, wt%, 700oF + 9.1 8.9 

Coke, wt% 7.0 5.5 
Cracking at 1200oF Start of run, Mid-continent 

SHGO 

Catalyst:70% Octacat/30% ZSM-5 

 
 Both activity and ethylene yield increased by about 50%. This 
suggests strongly that the high ethylene yields associated with ZSM-
5 are in fact catalytic, and thermal mechanisms make no major 
contributions. 
 Mechanistic Considerations.  Note, however, that although the 
ethylene yield is higher in the higher activity system, propylene has 
actually decreased, and in fact total light olefins have also decreased. 
This decrease is offset by an unexpected increase in gasoline yield.  

Buchanan8 has reviewed the mechanisms occurring in the use of 
ZSM-5 in FCC applications. Olefinic naphtha is produced by 
cracking of the feed by the base catalyst. A USY catalyst is preferred 
for making olefins, since its hydrogen transfer activity is much lower 
than for REY-based catalysts. The olefinic naphtha contains light 
(C5-C7) and heavy (C8

+) olefins, which are converted to C2-C4 olefins 
by ZSM-5. Heavy olefins are also cracked to lighter olefins. Naphtha 
olefins are also isomerized by ZSM-5, increasing gasoline octane; 
highly branched olefins cannot be cracked by ZSM-5 because of its 
pore size.  
 The increased ethylene but decreased total light olefin yield 
when ZSM-5 activity is increased as in Table 4 can be explained by a 
combination of olefin interconversion and selective aromatization. 
Olefin interconversion is a reaction optimally catalyzed by ZSM-5 
and tends to bring olefin distributions closer to their thermal 
equilibrium distribution, and is thought to occur by a combination of 
oligomerization, cracking, disproportionation and hydrogen transfer9. 
The detailed mechanism has not been worked out. When ZSM-5 
activity is increased, olefin interconversion reactions are accelerated, 
producing more ethylene. Ethylene is, however, notably unreactive 
toward aromatization10, but the increased activity does produce 
selective aromatization of propylene and butylenes to form 
aromatics. Thus increased ZSM-5 activity is seen to produce higher 
ethylene yields, lower propylene and incremental gasoline aromatics 
that could be used in petrochemical processes and raise gasoline 
octane. 

 
Conclusions 

A comparison can be made between the catalyst and process 
system discussed in this paper with the Sinopec DCC process, which 
utilizes a ZSM-5 containing catalyst at temperatures of about 1050oF 
in a conventional FCC. The Sinopec data on a hydrotreated paraffinic 
feed was compared to an equally paraffinic resid on a 50% 
Octacat/50% ZSM-5 catalyst. The comparison is shown in Table 5. 
The DCC yields of ethylene and propylene are considerably inferior. 
 By proper selection of catalysts, feeds and reaction parameters, 
it is possible to produce ethylene yields in excess of 10% under 
conditions attainable in most modern FCC units. This is of particular 
value in units already associated with petrochemical plants with 
available cryogenic separation units. 

 
Table 5. Comparison with Sinopec DCC Process11 

 
Catalyst This Work DCC 

Feed 
Gippsland 

760oF+ 
Resid 

Hydrotreated 
Paraffinic 

Feed 

Gravity, API 28.41 31.40 
Distillation, 

oF     

IBP 619 315 
10 717 649 
50 827 806 
EP 1342 1076 

Catalyst 50%Octacat 
/ 50%ZSM-5 

ZRP-1 
(ZSM-5) 

H2O 
Cofeed, 

wt%  
 7.5, 15 ~22 

Conversion, 
wt% 82 

C2-, wt% 5.9 5.2 
C2=, wt% 12.3 5.1 
C3=, wt% 20.9 17.4 
C2=+C3=, 

wt% 33.2 22.5 

Coke, Wt. % 3.6 ~6 
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Introduction 

Oxo process alcohols are a major class of organic chemicals.1 
The oxo process (i.e., hydroformylation) consists of reacting an 
olefin with carbon monoxide and hydrogen at elevated temperatures 
and pressures, in the presence of a suitable catalyst, to produce an 
aldehyde with a carbon number one higher than the starting olefin.  
The product stream from the Oxo process needs to be hydrogenated 
to convert the aldehydes to alcohols.  Catalysts frequently used for 
aldehyde hydrogenation include copper chromite, molybdenum 
sulfide, nickel, and cobalt.  Although copper chromite has excellent 
hydrogenation activity, it is also very sensitive to sulfur poisoning, 
making it difficult to use with sulfur containing feed streams.  
Sulfided Ni-Mo/Al2O3 catalysts provide excellent hydrogenation 
activity while showing a high tolerance to sulfur compounds, 
however, a major problem is the selectivity loss due to side reactions. 

Although there is ample literature on the application of sulfided 
Ni-Mo catalysts in hydrotreating, especially in HDN reactions, there 
have not been many studies focusing on their application in aldehyde 
hydrogenation reactions.  Especially an understanding of how the 
surface characteristics correlate with different reaction pathways is 
lacking. This communication presents the results on the catalytic 
performance of reduced and sulfided Ni-Mo/γ-Al2O3 catalysts in 
hydrogenation of lower aldehydes and their pre-reaction, post-
reaction, and in-situ characterization using XRD, TEM, XPS, 
DRIFTS, and chemisorption techniques. 
 
Experimental 

Catalyst Preparation.  Alumina-supported catalysts with 
different MoO3 and NiO loadings were prepared by wet co-
impregnation of γ-Al2O3 with aqueous solutions of ammonium 
heptamolybdate [(NH4)6Mo7O24·4H2O] and nickel nitrate 
[Ni(NO3)2·6H2O]. The preparation procedure was reported 
previously.2  Catalyst compositions are reported as weight 
percentages of the oxide precursors, i.e., MoO3, NiO.  Prior to 
reactions, the catalysts were sulfided or reduced in situ, followed by 
He flushing at the same temperature for 2 hour and cooling to 
reaction temperature.  

Catalyst Characterization.  In-situ XRD patterns were 
acquired by a Bruker D8 Advance X-Ray Diffractometer equipped 
with atmosphere and temperature control capabilities and operated at 
40 kV and 50 mA.  Reduction was performed in-situ under 5% H2/N2 
gas flow using a linear temperature-program between isothermal 
steps. XPS was performed using an AXIS Ultra XPS spectrometer, 
operated at 13 kV and 10 mA with monochromatic Al Kα radiation 
(1486.6 eV).  Catalysts were mounted on sample holder with 
conductive tape in dry glove box and transferred to the analysis 
chamber of the spectrometer with a controlled-atmosphere 
transporter.  Charge neutralization was used to reduce effect of 
charge built on samples.  All binding energies were referenced to Al 
2p of 74.4 eV.  DRIFTS experiments were performed using a Bruker 
IFS66 instrument equipped with MCT detectors (operated at -196 oC) 
and a KBr beam splitter.  Catalyst was placed in a sample cup inside 

a Spectratech diffuse reflectance cell equipped with KBr windows 
and a thermocouple mount that allowed direct measurement of the 
surface temperature.  NO and CO2 adsorption process was carried out 
by introducing NO or CO2 into the system at room temperature and 
followed flushing with He.  Pyridine was carried into the chamber by 
He with a diffusion tube, followed by He flushing.  TPD experiments 
were performed using a system previously described.3 The reactor 
effluent composition was continually monitored as a function of 
sample temperature by a mass spectrometer (Hewlett-Packard, MS 
Engine 5989A). The volumetric measurements of CO2 and NO 
chemisorptions (at 30 and –78 oC, respectively) were performed 
using Micromeritics ASAP2010 instrument.   

Reaction Studies.  Hydrogenation of aldehydes was carried out 
in a fixed bed flow reactor, which made out of 1/4-in stainless steel 
tubing.  The amount of catalyst loaded into the reactor corresponded 
to a total surface area of 25 m2 except when otherwise noted.  
Reaction temperatures were in the range of 140–180 oC and pressure 
was kept at 1000 psig.  Hexanal, propanal, and other feeds were 
introduced into the reaction system by saturating a stream in H2 using 
a bubbler.  The concentration of feed was controlled by the 
temperature of bubbler and verified by GC analysis.  The outlet of 
reactor was connected directly to a condenser, which was cooled in 
an ice-water bath.  Decane was used as the solvent in the condenser.  
Condensed species were analyzed by GC using the auto liquid 
injector.  The lighter components were analyzed on-line using the gas 
injection mode of the GC.  
 
Results and Discussion 

The reaction products from hydrogenation of aldehydes were 
grouped in three categories: alcohol, heavy products and light 
products.  The primary selectivity loss was due to heavy product 
formation from condensation of aldehydes and aldehyde with 
alcohol.  DRIFTS experiment4 for bi-metallic Ni-Mo catalysts and 
FTIR experiment5 for mono-metallic Mo catalysts showed that NO 
and CO2 can be used as probe molecules for anion vacancies (i.e., 
coordinatively unsaturated sites) and surface hydroxyl groups, which 
may be associated with alumina surface.  The correlations of NO and 
CO2 uptake, measured through a volumetric chemisorption 
technique, with propanol and heavy product formation rates in 
propanal hydrogenation over sulfided catalysts are presented in 
Figure 1. 
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Figure 1.  Correlations of NO and CO2 adsorptions with formation 
rates of propanol (a) and heavy products (b). Solid points: Mo 
catalysts with different loading; Blank points: Ni-Mo catalysts. 
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Hexanal hydrogenation exhibits similar correlations.  Alcohol 
formation rate varies linearly with NO uptake, implying that the 
anion vacancies are indeed the active sites for aldehyde 
hydrogenation to form hexanol.  Results obtained by using alcohols 
as feed molecules showed a higher reactivity for alcohol, suggesting 
that the “observed” formation rate of propanol may be significantly 
lower than the actual formation rate due to further reaction of alcohol 
once it is formed.  This would explain the minus formation rates for 
propanol when NO adsorption is extrapolated to zero.  The heavy 
product formation rate increases linearly with increasing CO2 uptake, 
suggesting a correlation between the CO2 adsorption sites and the 
active sites for the heavy product formation.  However, the 
extrapolated lines do not go through the origin, suggesting that there 
may be additional sites contributing to the formation of heavy 
products, which are not “probed” by CO2 adsorption.  These could be 
more acidic OH groups as well as the sulfhydryl (SH) groups.  

Figure 2 shows the adsorbed pyridine bands (adsorbed at 150 
°C) over 3%Ni-15%Mo/Al2O3 catalysts treated at different 
conditions.  The spectrum taken over the bare support reduced at 500 
oC is also included for comparison.   
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Figure 2.  DRIFTS spectra of adsorbed pyridine over 3%Ni-
15%Mo/Al2O3 catalysts and Al2O3 support treated at different 
conditions.  O-oxidized, S-sulfided, R-reduced; numbers present 
temperatures. 

 
The bands at 1445 and 1538 cm-1 are the characteristics of anti-

symmetric vibrations of adsorbed pyridine over L and B acidic sites, 
respectively. The band at 1489 cm-1 has contributions from the 
symmetrical vibrations of both L and B sites.  The reduced Al2O3 
support shows strong bands from Lewis acid sites only.  No Bronsted 
acid sites are observed over the bare support.  The oxidized sample 
exhibits strong bands at 1538 and 1635 cm-1 (anti-symmetric and 
symmetric vibration of adsorbed pyridine over Bronsted acidic sites, 
respectively), signaling the presence of Bronsted acid sites.  The 
spectra taken over the reduced and sulfided samples are very similar, 
with strong bands arising from pyridine adsorbed on Lewis acid sites 
along with relatively weak bands from pyridine adsorbed on 
Bronsted acid sites.  One interesting point to note about these results 
is that pyridine adsorption on Bronsted acid sites over these catalysts 
was not observed by some researchers, especially when the IR 
spectra were collected under high vacuum.  Other researchers, 
however, reported the presence of Bronsted acid sites in IR spectra as 
identified by pyridine adsorption,6-7  in agreement with our 
observations.  The fact that the DRIFT spectra in our experiments 

were collected after flushing (without evacuating) the sample 
chamber with He and by using a high-sensitivity MCT detector 
(operated at 77 K) can explain why the presence of Bronsted acid 
sites were clearly visible.  It is conceivable that under vacuum 
conditions, SH- or OH- groups may re-associate with H+ ions and 
desorb, eliminating the Bronsted acid sites.  The fact that the 
Bronsted acid sites were observed over both reduced and sulfided 
catalysts seem to support our earlier assertion that the two catalysts 
may have analogous sites in the form of OH- and SH- groups or S or 
O vacancies. 8

In situ XRD and DRIFTS experiments and controlled-
atmosphere XPS studies showed that sulfidation was not complete at 
temperatures lower than 400 °C.  Higher sulfidation temperatures, on 
the other hand, led to the formation of sulfate species on the surface.  
Pre-treatment of the catalyst following sulfidation was also seen to 
play a major role in the relative abundance of the CUS sites, SH sites 
and OH sites. 

 
Table 1.  Performance Comparison of Reduced and Sulfided Ni-

Mo/Al2O3 Catalysts in Propanal Hydrogenation. a  
  

180 oC 160 oC 140 oC Performance 
S-400 R-500 S-400 R-500 S-400 R-500 

S%-lights 2.8 0.7 1.1 0.2 0.3 0.1 
S%-propanal 57.4 69.1 38.6 54.0 29.2 49.6 
S%-heavies 39.8 30.2 60.3 45.8 70.5 50.3 
C%-propanal 53.7 67.0 25.4 40.3 13.6 21.9 

a Reaction conditions: 1000 psi, 0.35% propanal in 250 cm3 
(STP)/min H2, 12.5 m2 catalyst. 

 
Reduced Ni-Mo/Al2O3 catalysts show superior aldehyde 

hydrogenation activity and alcohol selectivity than their sulfided 
counterparts, as shown in Table 1.  As shown earlier,8  reduced 
catalysts, which may be represented as a Ni-Mo-O structure, possess 
catalytic behavior analogous to Ni-Mo-S catalysts.  A reduction 
temperature of 500 °C appears to be optimum for forming a catalyst 
surface where majority of Mo species are in a +4 oxidation state and 
the oxygen anion vacancies are maximized.  This temperature also 
appears to be optimum for minimizing the exposed alumina surface 
and the OH groups that lead to heavy product formation.  The in-situ 
X-ray diffraction, controlled-atmosphere XPS, DRIFTS and 
chemisorption studies have provided complementary data that 
support this assertion.  
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Introduction 

The increasing demand for light olefins and the insufficient 
capacity from current production by steam and catalytic cracking are 
the driving forces to seek alternative ways to manufacture these 
chemicals.  The most feasible processes on a commercial scale at 
present are catalytic dehydrogenation (DH) and oxidative 
dehydrogenation (ODH) of light alkanes. Commercial catalysts for 
alkane DH process are supported chromium oxide and platinum 
metal. Supported vanadium oxides (VOx) have also been recently 
reported to be very active and selective for the DH of light alkanes.1, 

2 However, the structure of supported VOx and the deactivation/coke 
deposits under DH conditions are not well understood.   

The focus of this study is the application of Raman spectroscopy 
to investigate the structural changes of surface VOx and the coke 
formation process during butane DH over V/δ-Al2O3 catalysts with 
various surface VOx densities (0.03 – 14.2 V/nm2). A better 
understanding of coke formation chemistry and the role of different 
VOx species in coke formation could facilitate optimization of 
catalysts and possible reduction of side reactions leading to coke.  
  
Experimental 

Sample preparation. Supported VOx samples were prepared 
via incipient wetness impregnation of aluminas (δ-Al2O3: Johnson 
Matthey, UK, SBET = 101 m2/g) with aqueous NH4VO3 solutions. 
Surface VOx density varied in the range 0.03 – 14.2 V/nm2. A 
V/Al2O3 sample with surface VOx density of Y V/nm2 will be 
denoted as YV in the following text 

Raman Studies.  When doing butane DH reactions, the sample 
was first either calcined (5% O2/N2) at 823 K or reduced (5% H2/N2) 
at 873 K in a fluidized bed reactor3 and then exposed to 3% 
butane/N2 at different temperatures for 30 min. The sample was 
purged with He at reaction temperature for another 10 min before 
spectral collection. The reaction of 1-butene, cis-2-butene, trans-2-
butene, and 1,3-butadiene (all the C4 olefins are around 3% in N2) 
with supported VOx was conducted on a 1.2V sample in the similar 
way as butane DH.  

Most Raman spectra were collected at room temperature in 
flowing He on the UV Raman instrument built at Northwestern 
University.4   
 
Results and Discussion 

We selected several V/δ-Al2O3 catalysts (0.03V, 1.2V, 4.4V, 
and 14.2V) for butane DH studies because our Raman study5 
suggests that these catalysts contain surface VOx species with 
different structures. 0.03V possesses exclusively isolated VOx in 
tetrahedral coordination. 1.2V contains both isolated and 
polymerized VOx species. A mixture of polyvanadates with different 
polymerization degrees and crystalline V2O5 are present on 4.4V and 
14.2 V samples. We expect that a Raman study of butane DH over 
these samples may provide a correlation between the nature of coke 
species and the structure of the catalysts.  

Taking 1.2V sample as an example, the Raman spectra collected 
during butane DH at different temperatures are shown in Fig. 1.  At 
temperatures below 673 K, a weak Raman band at around 1605 cm-1, 
due to C=C stretching in polyaromatics,6 is observed together with 
the two bands at 1022 and 910 cm-1 due to V=O and V-O-Al modes 

 
 

Figure 1. Raman spectra from butane dehydrogenation over calcined 
1.2V/δ-Al2O3 at different temperatures 

 
 

of surface VOx species,5 respectively.  After butane DH at 673 and 
773 K, an intense band at 1598 cm-1 due to polyaromatics develops. 
Simultaneously, bands at 1500, 1438, 1183, 1004, and 845 cm-1 are 
observed. Meanwhile, Raman bands due to surface VOx are no 
longer observable, due to absorption of radiation by surface coke 
species. The band at 1500 cm-1 can be assigned to conjugated 
polyolefins or cyclopentadiene species.7, 8 The band at 1438 cm-1 is 
due to the bending mode of CH3/CH2 or C-H in aromatic rings. C-C 
stretching in aromatics usually shows up around 1180 cm-1. The two 
sharp bands at 1004 and 845 cm-1 can be either ascribed to surface 
VOx species or coke species. They are confirmed to be due to coke 
deposits on the surface by doing the same reaction on an oxygen-18 
exchanged V/δ-Al2O3 sample. Their assignment will be addressed 
later. As the DH temperature goes up to 873 K, the Raman bands 
below 1500 cm-1 decrease greatly in intensity. The intensity ratio 
I1598/I1438 increases as the temperature increases, indicating the 
formation of more dehydrogenated coke species at higher reaction 
temperatures. Raman spectra obtained from the reaction of butane 
with pre-reduced 1.2V are quite similar to those on pre-oxidized 
1.2V (Fig. 1). It seems that the initial valence state of surface V does 
not affect the nature of coke species. 

The Raman spectra of butane DH over other V/δ-Al2O3 samples 
(0.03V, 4.4V, and 14.2V) show similar Raman bands to those on 
1.2V sample, indicating that similar coke species are formed on these 
catalysts. The band intensity patterns suggest that the coke species 
formed on supported VOx have a sheet-like topology.8 However, 
some slight spectral differences can be distinguished. The intensity 
ratio I1598/I1438 increases not only as the reaction temperature rises but 
also as surface VOx density increases, implying that highly 
dehydrogenated coke species are more easily formed on 
polyvanadates than on monovanadates. Moreover, conjugated 
polyolefins with a Raman band at ca. 1500 cm-1 are not formed on 
0.03V sample. These differences show that the nature of the coke 
formed on the surface is somehow related to the structure of VOx 
species. It is also noted that Raman bands due to surface VOx are still 
observable, with decreased intensity, only for the 0.03V sample after 
butane DH. The decrease in intensity of the bands suggests a 
reduction of surface VOx under butane DH conditions. 

C4 olefins (1-butene, 2-butenes, and 1,3-butadiene) are supposed 
to be the primary products from butane DH. So Raman studies of 
their reaction with the supported VOx catalysts will not only help to 
assignment of the two Raman bands at ca. 850 and 1005  
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cm-1 but also provide information on which of these olefins are the 
coke formation intermediates.   

the 
coke formation intermediates.   

Raman spectra from the reaction of the C4 olefins on 1.2V 
sample show quite similar features to each other and to those from 
butane DH at temperature above 573 K This indicates that the four 
C4 olefins are possible coke precursors in butane DH reaction on 
supported VOx catalysts.  

Raman spectra from the reaction of the C

Raman spectra (Fig. 2) from 1,3-butadiene DH on 1.2V sample 
show some different features from other olefins and butane at 
reaction temperatures below 573 K A comparison of these Raman 
spectra can be helpful for the interpretation of the two bands at 
around 850 and 1006 cm-1. It is interesting to see that these two 
bands are readily formed upon room temperature adsorption of 1,3-
butadiene on the 1.2V sample and persist from reaction temperature 
up to 773 K (see Fig. 2). The two bands observed at room 
temperature can be removed after heating in He at 573 K, suggesting 
they are due to adsorbed 1,3-butadiene on the V/δ-Al2O3 sample. 
Thus the bands at 850 and 1006 cm-1 can be assigned to =CH2 
rocking and =CH bending, respectively. But the bands appearing at 
higher temperature (above 473 K) are quite stable upon desorption.  
Therefore, we propose that the two bands at ca. 850 and 1006 cm-1 
observed upon the reaction of C4 olefins and butane on VOx samples 
are related to a –CH=CH2 structure but not exactly 1,3-butadiene. 
This group is possibly connected to aromatic rings because the two 
bands seem to be from the same coke species as the bands at 1183, 
1438, and 1598 cm-1 which are due to polyaromatics. 

Raman spectra (Fig. 2) from 1,3-butadiene DH on 1.2V sample 
show some different features from other olefins and butane at 
reaction temperatures below 573 K A comparison of these Raman 
spectra can be helpful for the interpretation of the two bands at 
around 850 and 1006 cm

Regeneration of the coked samples by 2% O2/N2 at different 
temperatures is also carried out to reveal the oxidation behavior of 
coke species. It turns out that the total oxidation temperature of the 
coke species also depends on the surface VOx density, i.e., the 
structure of surface VOx species. Coke species formed on 
polymerized VOx are more easily removed than on isolated VOx. The 
structure of V/δ-Al2O3 is fully regenerated after the coke removal 

Regeneration of the coked samples by 2% O
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sample show quite similar features to each other and to those from 
butane DH at temperature above 573 K This indicates that the four 
C4 olefins are possible coke precursors in butane DH reaction on 
supported VOx catalysts.  

-1. It is interesting to see that these two 
bands are readily formed upon room temperature adsorption of 1,3-
butadiene on the 1.2V sample and persist from reaction temperature 
up to 773 K (see Fig. 2). The two bands observed at room 
temperature can be removed after heating in He at 573 K, suggesting 
they are due to adsorbed 1,3-butadiene on the V/δ-Al2O3 sample. 
Thus the bands at 850 and 1006 cm-1 can be assigned to =CH2 
rocking and =CH bending, respectively. But the bands appearing at 
higher temperature (above 473 K) are quite stable upon desorption.  
Therefore, we propose that the two bands at ca. 850 and 1006 cm-1 
observed upon the reaction of C4 olefins and butane on VOx samples 
are related to a –CH=CH2 structure but not exactly 1,3-butadiene. 
This group is possibly connected to aromatic rings because the two 
bands seem to be from the same coke species as the bands at 1183, 
1438, and 1598 cm-1 which are due to polyaromatics. 

2/N2 at different 
temperatures is also carried out to reveal the oxidation behavior of 
coke species. It turns out that the total oxidation temperature of the 
coke species also depends on the surface VOx density, i.e., the 
structure of surface VOx species. Coke species formed on 
polymerized VOx are more easily removed than on isolated VOx. The 
structure of V/δ-Al2O3 is fully regenerated after the coke removal 
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Figure 2. Raman spectra from 1,3-butadiene dehydrogenation 
over calcined 1.2V/δ-Al2O3 at different temperatures 
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Introduction 

Hydrogenation of aromatic compounds is an important 
research area due to stringent environmental regulations on the 
content of aromatics in fuels.  Ni catalysts have been widely studied 
for the reaction because of their high activity and relatively low cost 
[1].  This study focuses on the development of the RF plasma 
technique to improve the activity and stability of Ni catalysts for 
benzene hydrogenation to cyclohexane because plasma based 
techniques for catalyst preparation have recently been used to 
develop catalytic materials with unusual catalytic properties 
including high metal dispersion and better stability [2,3].  The goal is 
to demonstrate the unique capability of RF plasma technique to 
improve the efficiency of various catalytic processes by controlling 
the metal dispersion and the interaction between metals and supports. 
 
Experimental 
 20-40 mesh alumina particles with or without plasma pre-
treatments are impregnated with calculated nickel nitrate solution 
using the incipient wetness technique.  The support material with 
plasma treatments before impregnation are designated as (B), for 
example air(B) representing catalyst with plasma treatment before 
impregnation with nickel nitrate.  The catalysts treated with plasmas 
are designated as (A), for example H2(A) representing catalyst with 
H2 plasma treatment after nickel nitrate impregnation.   
 Plasma treatments were carried out in the custom-designed 360° 
rotating RF plasma system.  The detail of the system is described in 
the previous publication. [4]  400 mtorr and 160 watt were used for 
both H2 and air plasmas in this study.  Typically, one gram of 
catalysts is loaded in the plasma chamber for plasma treatments.  The 
time for plasma treatment ranges from 10 to 30 minutes with a 
continuous wave.   
 5%Ni/Al2O3 catalysts tested include air(B), H2(B) un-calcined 
and air(A) and H2(A).  Reaction study was carried out with a space 
velocity of ~63,000 cc/h-g catalyst at temperatures from 50-150°C 
with hydrogen to benzene ratio of 18 to 1.  
 
Results and Discussion 

The activities of catalysts as a function of time on stream after 
reduction in H2 at 450°C are shown in Figure 1.  The activity goes 
through an initial fast decrease and quickly stabilizes followed by a 
slow decrease with time.  The activity order of five different 
5%Ni/Al2O3 catalysts after 8 hours on stream is air(B) > H2(B), 
air(A) > H2(A), un-calcined.  The results suggest both air and H2 
plasma modifications before the impregnation of nickel precursor are 
effective in improving the activity.  However, only the air plasma 
modification after nickel precursor impregnation slightly improves 
the activity while the H2 plasma has negligible effect.  The improved 
activity of catalysts with plasma modifications is hypothesized to be 
resulted from cleaned surfaces to stabilize smaller Ni metal particles 
to achieve higher dispersion.   

To determine the plasma effect on catalytic stability we use an 
extended reduction in H2 at 600°C for 5 hours to speed up the 
deactivation.  The activities of all catalysts are tested again under the 
same reactions as the catalyst with a reduction at 450°C.  The results 
of conversion versus time are shown in Figure 2.  The activity order 
after 8 hours on stream is air(A), H2(A) > air(B), H2(B) > un-

calcined.  The relative stability of catalysts is calculated based on the 
percent decrease from the activity with 450°C reduction to the 
activity with 600°C reduction.  The result is summarized in Table 1.  
The percent decrease order for all five catalysts is H2(A) < air(A) < 
H2(B) < air(B), un-calcined.   
 
Summary 
 Plasma modifications before and after impregnation of metal 
precursors are effective in improving the activity of Ni catalysts for 
benzene hydrogenation.  Plasma modification before impregnation is 
slightly more effective than the plasma modification after 
impregnation.  However, plasma modifications after impregnation 
increase the stability of catalysts much more than that of catalysts 
with plasma modification before the impregnation.  The economic 
benefit of much improved stability of Ni catalysts for hydrogenation 
of benzene is significant.  Via RF plasma techniques similar benefits 
for various catalysts and other industrial processes can be expected. 
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Figure 1. Activities of Ni catalysts versus time for benzene 
hydrogenation at 150°C after reduction at 450°C. 
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Figure 2. Activities of Ni catalysts versus time for benzene 
hydrogenation at 150°C after extended reduction at 600°C. 
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Table 1. Activity and stability of Ni catalysts for benzene 
hydrogenation at 150°C. 

%  benzene conversion after  8 
hours on stream 

Catalyst 

Reduction at 
450°C 

Reduction at 
600°C 

Percent 
decrease of 
activity 

Air(B) 55.8 36.9 38.8 
H2(B) 52.1 35.2 32.4 
Un-
calcined 

46.9 29.5 37.2 

Air(A) 51.2 44.2 13.6 
H2(A) 46.3 43.0 7.1 

 
 

Acknowledgement.  The authors wish to acknowledge the 
financial support partly by the Welch Foundation and the Organized 
Research Grant of Texas A&M U.-Commerce. 
 
References 
1. Stanislaus, A and Cooper, B.H., Catal. Rev. Sci. Eng.. 1994, 36, 

75. 
2. Liu, C.-J.; Vissokov, G.P.; Jang, B.W.-L. Catalysis Today, 

2002, 72, 173. 
3. “Plasma Technology and Catalysis” edited by Jang et al. 

Catalysis Today, 2004, 89(1-2). 
4. Zhan, Jason; Boopalachandran, Praveen; Jang, Ben W.-L., Cho, 

Jai and Timmons, Richard B.;  Am. Chem. Soc., Div. of Fuel 
Chem. PREPRINTS, 2004, 49(1), p176.  

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  358



TRANSFORMATION OF FERROUS SULFATE-BASED 
CATALYST DURING HYDROGENATION OF COAL 

 
Lian Zhang1,2, Jianli Yang1∗, Zhenyu Liu1 and Hang Gao1 

 
1State Key Laboratory of Coal Conversion 

Institute of Coal Chemistry, Chinese Academy of Sciences 
P.O.Box 165, Taiyuan 030001, P. R. China  

 
2Department of Applied Chemistry, Chubu University 
1200 Matsumoto-cho, Kasugai, Aichi 487-8501, Japan 

 
Introduction 

Iron based catalysts exhibit high activity and selectivity in 
hydrogenation of coal (1-2). Ultra fine iron based catalysts is 
desirable due to the presence of a larger percentage of unsaturated 
coordination sites on surface and intimate contact with coal during 
hydrogenation (2). In situ impregnation of iron based catalyst is even 
better because the nano-size iron species form not only on coal 
surface but also in coal’s pore network. Correspondingly, significant 
enhancements in coal hydrogenation conversion can be achieved 
using in situ catalyst impregnation compared to those using physical 
mixing of ultra fine catalysts and coal. The objective of this study is 
to investigate chemical transformation of impregnated ferrous sulfate 
based catalysts during hydrogenation of a Chinese coal. To overcome 
the interference of coal matrix on analysis, X-ray diffraction (XRD) 
and X-ray photoelectron spectroscopic (XPS) were used to study the 
catalyst composition in the bulk and on the surface of coal samples 
before and after the hydrogenation. The neighbouring coordination 
structure of iron element was also determined by the extended X-ray 
adsorption fine structure (EXAFS) 

 
Experimental 

Yanzhou coal (YZ), a Chinese bituminous coal, was used. Its 
properties are listed in Table 1. It was ground to <170µm and dried 
under vacuum before use.  
 

Table 1.  Properties of Yanzhou Coal  
Proximate analysis, wt% 
Moisture, as Ash, as Volatile Matter, daf 
2.7 2.84 44.71 
Ultimate analysis, wt%, daf 
C H N S 
81.49 5.86 1.27 2.70 
Petrographic Composition, wt% 
Vitrinite 
 

semi-vitrinite exinite Inertinite 
 76.7 2.5 2.9 17.9 

“as” denotes  as received; “daf” denotes dry ash free. 
 

The catalyst precursor was impregnated on coal. The 
impregnation procedures had been reported earlier (2). Three samples 
were prepared using different reagents. Sample YZ1 was prepared by 
impregnation of FeSO4 onto YZ coal; sample YZ3 by co-
impregnation of FeSO4 and Na2S; and sample YZ4 by co-
impregnation of FeSO4 and urea. The iron loadings of the three 
samples are 2.0 wt%. The hydrogenations were carried out in a 25 ml 
tubing bomb reactor at 400oC under an initial H2 pressure of 7.0 MPa 
without using a solvent. Detailed experimental procedures have been 
reported elsewhere (2).  

                                                                        
∗ Corresponding author. Tel: +86-351-4048571; Fax: +86-351-
4041153; E-mail address: jyang@sxicc.ac.cn. 

XRD analysis was made on a Dmax-rA X-ray diffractometer 
with a Cu Kα radiation operated at 40kV and 50mA. XPS analysis 
was carried out in 2202-XL ESCA. Carbon (1s) at 284.0 eV was used 
as the reference for binding energy. EXAFS characterization was 
conducted at a beamline of 4W1B at Beijing Synchrotron Radiation 
Facility. The X-ray energy was varied from approximately 200 eV 
below the Fe K-shell absorption edge to 800 eV above the edge using 
a double crystal Si (111) monochromator. 
 
Results and discussion 

Activity of the catalysts in hydrogenation of the coal is defined 
as the percentage conversion of coal to THF soluble materials on dry-
and-ash-free base. Compared to the YZ coal, the conversions of the 
iron loaded samples are significantly high (38% for YZ, 54% for 
YZ1, 77% for YZ3 and 70% for YZ4). The activities of the catalysts 
on YZ3 and YZ4 are higher than that on YZ1, indicating promotive 
effect of Na2S and urea on the activity of FeSO4.  

XRD analysis showed well-developed crystals in YZ1 
corresponding to FeSO4⋅H2O and a small amount of β-Fe2O3 (see 
figure 1 and Table 2). The existence of FeSO4⋅H2O species is 
consistent with what reported by Artork et al (3). The presence of β-
Fe2O3 may result from air oxidization of the highly dispersed iron 
element on coal surface. XRD patterns of YZ3 and YZ4 are 
significantly different from that of YZ1. FeS2 was found in YZ3 as 
the main species, which is consistent with the stoichiometry of the 
reaction between FeSO4 and Na2S. FeOOH was also observed in YZ3, 
possibly resulted from hydrolysis of sulfide ion and oxidization of 
ferric ion in the basic solution of Na2S. Iron oxides, such as β-Fe2O3, 
FeOOH and Fe3O7(OH)⋅7H2O, are the main species in YZ4, which is 
similar to the form of super-acid catalyst (Fe2O3/SO4).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Scattering angle (o) 
 

Figure 1.  XRD patterns for the raw coal and the coal impregnated 
with the catalyst precursors. 
 

Table 2. Results from XRD Analyses 

Sample Major species Minor species 

YZ 1 FeSO4.H2O β-Fe2O3 

YZ 3 FeS2, FeOOH  

YZ 4 FeOOH, Fe3O7(OH).7H2O, β-Fe2O3 FeSO4.6H2O 
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XPS analysis revealed that oxygen, iron, carbon and sulfur 
elements exist distinctly on the surface （see figure 2）. It was found 
that the surface Fe/C ratio on YZ1 is lower than the theoretic value 
(4.62x10-3 vs. 5.5710-3), suggesting some iron penetrated into the 
pore network of the coal. The surface Fe/C ratio for YZ3 and YZ4 
are higher than the theoretic value (7.58 x10-3 and 11.34 x10-3 vs. 
5.5710-3), resulting from the fast precipitation between the iron ions 
and the promoters (S ions and OH ions) during the impregnation. It 
was also found that about 1/2 of the surface Fe in YZ1 is in the form 
of FeSO4 and about 1/5 of that in the form of Fe2O3. However, about 
1/2 of the surface Fe in YZ3 and YZ4 is in the form of FeOOH and 
1/10-1/5 of that in the form of Fe2O3. Correspondingly, most of the 
surface S in YZ1 is in the form of SO4

2- and about 1/10 of that in 
organic sulfur form. On the contrary, more organic sulfur appears on 
the surface of YZ3 and YZ4.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  XPS spectra for the raw coal and the coal impregnated 
with the catalyst precursors. 

 
EXAFS analyses indicate that, before the hydrogenation, most 

of the iron coordinates with oxygen and sulfur, and FeSO4 character 
is weak or is overlapped with Fe/S coordination. Radial structure 
function (RSF) of the pure compounds and the impregnated samples 
are shown in figures 3 and 4. The position and shape of Fe/O and 
Fe/S coordination peaks vary with the promoters. It indicates the iron 
in deferent samples presents with different forms and concentrations, 
which can be related to different hydrogenation activity.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.  Radial structure function (RSF) of pure compounds. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Radial structure function (RSF) of the impregnated samples. 
 
The residues from the hydrogenation generally exhibit Fe1-xS 

(pyrrhotite) characteristics. This agrees with the common 
understanding that pyrrhotite is the active species for hydrogenation 
of coals.  However it was also found that the iron species in YZ3 
sample (Na2S as the promoter) completely transforms to the form of 
Fe1-xS while part of iron element in YZ4 sample (urea as the 
promoter) existed in the form of FeSiO3 (FeO⋅SiO2) after 12 min 
reaction. XPS analyses showed that as the progress of the 
hydrogenation, the surface concentrations of oxygen and sulfur 
decrease and the surface concentration of carbon increase, and 
FeOOH and Fe2O3 transform into FeS. the concentration of SO4

2- 
decreases for YZ3 residue and increases for YZ4 residue with the 
increasing of the reaction time. In addition to the higher Fe/O 
character of YZ4 residue, it suggests that urea may promote the 
transform of super acid, Fe2O3/SO4

2-. 
 

Conclusions 
Impregnation of FeSO4 alone leads to slightly increase the coal 

conversion than that without any catalyst. However, the co-
impregnation of FeSO4 and promoter, Na2S or urea, results in a 
remarkable increase of the conversion, which is nearly twice as much 
as that of the raw coal.  

When FeSO4 is impregnated alone on the coal, the iron form 
generally remains unchanged but with a small amount of iron oxides 
on the coal surface. Co-impregnation of FeSO4 and Na2S leads to the 
occurrence of FeS and FeOOH species. Co-impregnation of FeSO4 
and urea results in complete surrounding of iron element by oxygen.  

In spite of the different iron forms, most of the iron transforms 
to Fe1-xS after 12 min hydrogenation reaction, although some of iron 
oxides still exist after the 12 min reaction in the presence of urea. The 
oxide is in combination with SiO2 (from coal ash). The co-
impregnation of FeSO4 and urea on the coal may lead to formation of 
super acid sites during hydrogenation of coal. 
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Abstract 

There is a bit of butadiene in C4 fraction, and it does great harm 
to the parts of further process. The simplest and most economical 
measure is transforming butadiene to butylenes by selective 
hydrogenation. Non-noble metal Ni is the active ingredient in these 
experiments, we investigate the pretreated conditions of the catalyst, 
including the sulfuration mode、sulfur solution concentration and 
sulfuration time. 

Keyword: C4 fraction, butadiene, selective hydrogenation, Ni/Al2O3 

Since the 1990s, because of the progress in the separating 
technology, the application of C4, which is used as the raw material of 
chemical petroleum, achieves fast development［1］. However a bit of 
butadiene in C4 fraction does great harm to the parts of next processes. 
In order to resolve these problems, the simplest and most economical 
measure is transforming butadiene to butylenes by selective 
hydrogenation. At present, there is a lot of study on noble metal Pd, 
or adding a small amount of auxiliary agents, such as Cu、Ag、Fe、
Co、Au、Zn、Pb、Cr、Ga、In［2-5］. But Pd catalysts have more 
shortcomings: high price; polymerization reaction may lead to the 
selectivity descends, the polymers pollute the surface of catalysts, 
then make the stability decline; it is poisoned by mercaptan、carbonyl 
sulphur and arsenic etc. Therefore the exploitation of non-noble metal, 
which is inexpensive and has high activity、stability and anti-sulfur 
ability, has obvious significance［6］. 

 
1 Experiment  

1.1 Catalyst preparation.  φ 1-2 mm γ-Al2O3 ,which is 
provided by the Petroleum Chemical Third Plant of Fushun, is 
calcined through high temperature. A certain amount of nickel is 
loaded in γ-Al2O3 carrier by impregnation. Then the catalyst is dried 
and calcined at given temperature. Before the usage, the catalyst is 
reduced by H2 and pretreated in special sulfuration conditions. 

1.2 Analysis measure.  The catalyst is estimated in the up-flow 
fixed-bed reactor, which includes gas、liquid and solid three phases . 
The inner diameter of the reaction pipe is 11mm. The raw material is 
sent to the reactor by pump, and the reactions take place in liquid 
phase. The gas specimens of the raw material and products are 
analyzed by model sq206 gas-phase chromatographic instrument. The 
length of chromatographic column is 50m; inner diameter is 0.53mm, 
the chromatographic column fixed liquid is AT. Al2O3 /S. Collection 
and analysis of the chromatographic data are done by AnaStar 
chromatographic workstation. 

1.3 Raw material.  The raw material is liquid petroleum gas, 
whose compositions are listed in table 1. The reaction conditions are 
as follows: the temperature70℃、pressure1.3MPa、LHSV 9h-1、ratio 
of hydrogen to C4 fraction 2:1(in reaction conditions). 

 

 

Table1.  The Mass Composition of Raw Material 

component content /wt％ component content /wt％ 

isobutane 36.1800 isobutylene 15.6638 

butane 10.2508 cis- butylene -2 10.4948 

anti- butylene -2 14.9082 1，3-butadiene 0.1159 
butylene 12.3865 sulphur 246mg/m3

 
2 Results and Discussions 

2.1 The necessity of sulfuration.  Because the catalyst has 
some strong active sites, diolefin tends to deep hydrogenation. So it is 
necessary that the catalyst is pretreated before the usage, and the 
strong active sites are deactivated, to ensure the selectivity and 
stability of the catalyst. It can be seen from Fig 1 that, in the same 
reaction condition, selectivity and activity of the catalysts, which are 
pretreated before the usage, are better. The sulfurating reagent is the 
accepting body of electrons, and its adsorption ability is more than 
olefin, but less than diolefin. So it can restrain olefin hydrogenation 
effectively. When the catalyst is pretreated, strong active sites are 
occupied by sulfides, the chance that butadiene contacts with 
hydrogen decreases; at the same time, the concentration of butadiene 
in the surface of the catalyst is diluted by sulfides, the conversation of 
butadiene declines; the middle production olefin is easy to be 
desorbed from the surface of the catalyst, then it can avoid the olefin 
hydrogenation. So it is necessary that sulfuration of the catalyst 
before the usage. 
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Figure 1.  The compare activity and selectivity sulfuration 

 
 2.2 Effect of S concentration in the sulfur solution on the 
activity of the catalyst.  It can be seen from Fig 2 that the effect of 
S concentration in the sulfur solution on the activity of the catalyst 
are obvious. If the sulfuration time and volume of the sulfur solution 
is the same, the S concentration in the sulfur solution increase, the 
effect of sulfuration may become better. When the catalyst is 
pretreated by the sulfur solution whose S concentration are 
0.07mol/L and 0.035mol/L, the former is better. For the 0.07mol/L, 
because the sulfides absorb in the active sites more, the original 
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activity is lower, but the stability is higher. If S concentration of the 
sulfur solution is too high（0.7mol/L），the active sites absorb too 
much sulfides, so the number of active center is too few, then the 
activity of catalyst may decline very low. Therefore the reasonable S 
concentration in the sulfur solution is 0.007mol/L. 
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Figure 2. Effect of S concentration in the sulfur solution on the 
activity of the catalyst   

 2.3 Effect of sulfuration mode on the activity of the catalyst.  
It can be seen from Fig 3 that, using interior sulfuration 
mode, the original activity is higher, but the stabilization is 
slower, and the final activity is inferior; while the exterior 
sulfuration is opposite. Because that with interior 
sulfuration mode, the time of sulfuration is short, the 
sulfuration is inadequate, the number of active centers is 
more, and the original activity is higher. After a period of 
reaction, because the effect of sulfuration isn’t good, the 
sulfides in the raw material absorb in the active sites, so the 
catalysts lose activity, which lead to the final activity is 
inferior. Though the sulfur solution volume is the same in 
both exterior sulfuration and interior sulfuration, the effect 
of sulfuration by soak is better than that by stream. The 
sulfides which absorb in the active sites from the sulfur 
solution is more, the effect of sulfuration is better, so the 
catalyst keeps stabilization soon, and the final activity is 
higher. So in the same condition, the effect of sulfuration 
by exterior sulfuration is better than that by interior 
sulfuration. 
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Figure 3. Effect of sulfuration mode on the activity of the catalyst 

 Though the effect of sulfuration by exterior sulfuration is better, 
the catalysts contacts with the oxygen in air, when they are put into 
the sulfur solution. Then some strong active sites may be oxygenated, 
and the catalysts lose activity. In order to avoid this question, we can 
prolong the sulfuration time. Therefore interior sulfuration is the 
preferable sulfuration mode. 

 2.4 Effect of sulfuration time on the activity of the catalyst. 
The Fig 4 reflects the effect of different sulfuration time on 
the activity of the catalyst. When the sulfuration time is too 
short (20min), the activity declines fast, because the 
catalyst is pretreated inadequately, the strong active centers 
are not deactivated fully. This lead to the original activity of 
the catalyst is very high, along with the reaction going on, 
the catalyst will absorb the sulfides from the raw material. 
The stronger the active center is, the more sulfides it will 
absorb. Then the number of active centers will decrease 
rapidly, the activity of the catalyst also declines fast. 
Mounting up the sulfuration time, the activity can keep 
stable, because the sulfurating reagent acts perfectly. 
During the reaction, there are competing absorption 
relationships between diolefin and sulfide to the catalyst in 
the raw material. Because the activity of the catalyst is 
tempered, the diolefin absorbs in the catalyst firstly, in the 
absorption process. Therefore the absorption of sulfide is 
very slow, and this can ensure the catalyst has stable 
hydrogenation activity. If the sulfuration time is too long 
(90min), the active centers of the catalyst react with too 
much sulfides, then lose activity. Therefore the best 
sulfuration time is 60min.    
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Figure 4. Effect of sulfuration time on the activity of the catalyst   
 
3 Conclusions   

We pretreated the catalyst, and selected the fittest pretreated 
conditions: S concentration in the sulfur solution（0.007mol/l）、the 
sulfuration mode(interior sulfuration)、and the sulfuration time（
60min）. Therefore the activity and stability of the catalyst can be 
improved. 
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Introduction 

The use of CO2 as a C1 synthon has inspired an expanding 
number of research publications.  For example, there has been 
considerable success recently in the catalytic optimization of the 
well-known copolymerization of CO2 and epoxides.1  However, the 
field of CO2 utilization is still limited by a small number of 
fundamental chemical strategies for its incorporation into new 
molecular units, and can therefore benefit from new research on 
strategies for the fixation of CO2 to give value-added chemical 
products. 

Carbon dioxide-based chemistry can benefit chemical synthesis 
by replacing toxic or expensive C1 synthons. Isocyanates are 
intermediates in the synthesis of a number of chemical classes, 
including several important pharmaceutical and agricultural products, 
Figure 1.2  Isocyanates are commercially prepared by phosgenation 
of amines, which has the dual advantages that the reaction proceeds 
to near completion and the coproducts are easy to separate.  
However, the potential chemical hazard and environmental risk 
associated with production, storage, and transport of five million 
metric tons of phosgene annually has inspired research on alternative 
routes for isocyanate production.2  The only commercially applied 
alternative to date is the Du Pont production of methyl isocyanate 
using the reductive carbonylation of methylamine.3  Carbon dioxide 
is at the same oxidation level as phosgene, and is a potential 
alternative C1 agent in isocyanate preparation from amines.4-6  This 
in turn provides a route for incorporation of CO2 into molecules 
derived from isocyanates. 

Synthetic routes involving CO2 also provides access to specialty 
products not easily prepared by other means.  Carbon dioxide is 
readily available as a variety of isotopomers, and is a primary 
synthon for selective isotopic enrichment of carbon atoms in 
compounds.  This is important in the preparation of 14C radiolabeled 
susbtrates for the study of enzyme catalysis and biochemical 
pathways, for the preparation of 13C-enriched compounds for 
characterization of new molecules by magnetic resonance and 
vibrational spectroscopy, and for the preparation of 11C-based 
radiopharmaceuticals. Thus reagents that efficiently absorb and 
activate carbon dioxide to give reactive chemical intermediates such 
as isocyanates have potential applications in the synthesis of 
specialty compounds isotopically enriched at specific carbon 
positions. 

The first step in CO2 utilization via this pathway is addition of 
CO2 to a primary amine gives the corresponding carbamato anion A-, 
Figure 2.  A primary challenge in is to develop chemical reagents for 
the extraction of O2- from the carbamate.  This has been 
accomplished using a variety of oxophilic silanes,7 
phosphate/phosphines,4 or anhydrides5, which yield reactive esters 
A* that can cleave the C-O bond at modest temperatures to eliminate 
the corresponding isocyanate, RNCO.  However, these are generally 
not commercially appealing due to the expense of the reagents.   
Carbamate anions exhibit rich coordination chemistry with transition 
and main group metal ions,8 and coordination to oxophilic metal 
complexes has been shown to facilitate C-O bond cleavage in 
carbamates.9 Metal-facilitated C-O bond cleavage in carbamato 
anions has a number of advantages, including the possibility that the 
metal center could be regenerated to give a closed loop for 
preparation of organic isocyanates.  However, it also presents 
fundamental challenges in basic chemistry that must be addressed 
before the more practical aspects of the chemistry can be 
productively pursued.  Notably, C-N bond cleavage in A- is generally 
favored over C-O bond cleavage,10 and the precise chemical basis by 
which a metal ion electrophile favors C-O bond cleavage is not 
known.  To address this question we need a clear understanding of 
the mechanism for both C-O and C-N bond cleavage reactivity in 
representative metal carbamato complexes, and of how the changes 
in the carbamato ligand and metal complex influence the bias 
between the two. 
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Figure 1.  Application of organic isocyanates in specialty 
chemical synthesis. 

Experimental 
Methods and materials. Dimethylzinc and tetrachlorotitanium 

were obtained from Aldrich and stored and handled under nitrogen 
atmosphere.  Primary and secondary amines were distilled prior to 
use.  CO2 was obtained as 99.0% and dried by passing through a 
column of Drierite and then a column of P2O5 powder.  Routine 1H 
and 13C NMR spectra were measured using a Varian 300MHz 
(proton frequency) instrument.  Infrared spectra were measured using 
a Nicolet Avatar 360 instrument.  Compositional analyses were 
performed in the ASU Center for Solid State Science. 

Zinc Complexes. Zinc carbamate complexes were prepared by 
reaction of one equiv of a primary or secondary amine, RR'NH (R = 
alkyl/aryl, R' = alkyl/aryl/H) with excess carbon dioxide in the 
presence of 0.5 equiv dimethylzinc.  Under strictly anaerobic and 
anhydrous conditions, this gives zinc complexes of the general form 
[Zn(O2CNRR')2]n

 , which were characterized by their compositional 
analysis, NMR, and vibrational spectra.  Careful stoichiometric 
hydrolysis of [Zn(O2CNRR')2]n

 gave the tetranuclear species 
[Zn4O(O2CNRR')6], which was characterized by similar methods.  
Zinc dithiocarbamato complexes were prepared by reaction of one 
equiv of a primary or secondary amine with CS2 in the presence of 
0.5 equiv zinc chloride. 
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Titanium Complexes. Titanium carbamate complexes were 
prepared by reaction of one equiv of a primary or secondary amine, 
RR'NH (R = alkyl/aryl, R' = alkyl/aryl/H)  with excess carbon 
dioxide in the presence of 0.25 equiv or 0.125 equiv 
tetrachlorotitanium.  Under strictly anaerobic and anhydrous 
conditions, this gives titanium complexes of the general form 
[Ti(O2CNRR')2Cl2] and [Ti(O2CNRR')4], which were characterized 
by their compositional analysis, NMR, and vibrational spectra. 
 
Results and Discussion 

The one-pot condensation of dimethylzinc, an amine, and CO2 
gives the homoleptic carbamatozinc compounds II.  These are  
markedly unstable to hydrolysis and readily undergo reaction with 
H2O to give III.  Interestingly, compounds III are resistant to further 
hydrolysis, suggesting a clear correlation between the mode for 
coordination of the carbamato ligand and its chemical reactivity.  The 
chemical reactivity of II and III are dominated by C-N bond 
cleavage reactions11, and this is exemplified by the fact that the 
carboxyl group of III is readily exchanged with free 13CO2.  On the 
other hand, dithiocarbamatozinc derivatives of type IV are highly 
susceptible to cleavage of the C-S bond, which results in formation 
of the corresponding isothiocyanate derivative.  Indeed, preparation 
of these compounds is complicated by the competition between 
formation of the dithiocarbamatozinc complex and its subsequent 
decomposition.  This probably derives from the weaker dissociation 
energy of the C-S bond relative to the C-O bond, as well as to the 
thiophilic character of the Zn2+ ion.  This is consistent with our 
previous work showing that cadmium derivatives V undergo very 
facile cleavage of the C-S bond to give the isothiocyanate product.12  
The C-O bond cleavage reactivity in II and III is sluggish, and 
appears to be in competition with C-N bond cleavage.  Solid-state 
thermolysis of II leads to 
condensation of the alkylurea, but this 
probably proceeds initially via the 
carbamate anhydride VI, which 
subsequently rearranges to the urea 
and CO2. 

The chemistry of the titanium(IV) derivatives is markedly 
different.  Condensation of TiCl4 with excess secondary amine and 
CO2 gives the tetrakis(carbamato)titanium complex VII, which is 
inert to C-O bond cleavage, although it does undergo exchange with 
free 13CO2.  However, condensation of 
TiCl4 with a primary amine and CO2 
gives a substantial, though not 
quantitative, amount of the 
corresponding N,N'-dialkyurea VIII.  
Furthermore, addition of a primary 
amine to VII gives a mixture of the 
N,N'-dialkylurea VIII and N,N′,N′-
trialkylurea IX.  These observations 

are most consistent with (1) 
exchange of the N,N-
dialkylamino groups in VII 
with free primary amine,11 
(2) facile unimolecular C-O 
bond cleavage of the resulting coordinated N-alkylcarbamato ligand 
which is not possible for a dialkylcarbamato ligand, and (3) 
condensation of the resulting isocyanate with either free primary or 
secondary amine to give VIII or IX. 
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Conclusions 

Simple inorganic and organometallic compounds are promising 
as reagents for CO2 addition and subsequent deoxygenation by C-O 
bond cleavage.  However, a more sophisticated understanding of this 
activity is a prerequisite for their application in practical CO2 
utilization chemistry. 
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Introduction 
 Limited reserves of liquid fossil fuel, security issues due to 
foreign oil dependence, and the air pollution caused by the burning of 
fossil fuels are the major drivers for the search for alternative fuels 
for transportation. We suggest the use of engineered clusters of 
metallic nanoparticles as a fuel for vehicles. When compared to 
conventional liquids, this metallic fuel features greater energy 
capacity per volumetric unit, lower flammability, is virtually 
explosion, and does not require any special storage conditions.  With 
the same size fuel tank, a vehicle using iron as a fuel will cover 
without refueling a distance two times greater than that covered by a 
car using gasoline, aluminum – three times greater and boron - five 
times greater! The combustion products of the metals are solid oxides 
that can easily be stored and transported to reduction facilities or 
directly reduced/recycled as part of the engine utilizing the energy 
produced. Metallic fuel, in spite of all of the advantages just 
mentioned, has not been used in vehicles with the exception for 
solid-propellant rocket boosters. Certain unique aspects of metal 
combustion account for this fact.1  The process of metal oxidation 
with gaseous oxygen (air) is accompanied by the formation on the 
metal surface of an oxide film that prevents oxygen molecules 
entering into the zone of reaction. The passivating action of the film 
is increased with increasing film thickness. To avoid this 
phenomenon, the temperature of reaction has to be above the 
temperature for oxide film evaporation, about 2,500-3,000 K for the 
majority of metals.  At this temperature, metal evaporation takes 
place on the surface and the oxidation reaction progresses in the gas 
phase.  Outside of the high-temperature zone of combustion, the 
metal oxide is condensed and solidifies, forming particles of solid ash 
which is carried-over by the air flow and is deposited on the walls of 
a combustion chamber and other parts of an engine. Obviously, such 
a fuel is unfit for any conventional engine.  The high temperature of 
metal combustion contributes to intensive formation of nitrogen 
oxides in the heated air thus adding to atmospheric pollution.  Also, 
there are few structural materials that can stand the high temperature 
of metal combustion. In summary, the following problems have not 
yet been solved: (a) the control of the metallic fuel combustion 
process; (b) the quick decrease or increase of released heat quantity 
depending on engine load, and (c) systems providing for fuel 
delivery to a combustion chamber and for ash removal.  
 We have investigated a possible solution to these problems by 
using an engineered metallic fuel cluster composed of individual 
nano-particles. The underlying basis for this approach is that the 
ignition and combustion temperature of metallic particles2 decreases 
rapidly with decreasing particle size, while the speed of combustion 
and intensity of heat release are increased. These desired effects are 
primarily due to the fact that as the particle size decreases, the 
surface-to-volume ratio rapidly increases.  A cluster of nano-particles 
should thus be capable of providing the desired combustion 
properties of intensive and rapid heat release but occur at 
temperatures below 1600 K in the solid state without significant 
production of volatile species.  The goal of this project was to 
experimentally verify and test this fundamental hypothesis. 

Technical Approach 
 Nano-particles were arranged in “fuel clusters”.  A theoretical 
analysis  based on chemical kinetics and heat balance indicated that 
clusters arranged into thin pellets would provide the optimal 
combustion properties. Each disk shaped cluster included a large 
number of nano-particles that could be appropriate for the elementary 
heat output in a combustion chamber. Proof-of-concept experiments 
were performed to establish the following: (1) A fuel cluster 
consisting of certain number of metallic nano-particles manufactured 
with determined configuration and adequate mechanical strength 
sufficient to sustain transport and storage. (2) A fuel cluster can be 
ignited in air under a given temperature and pressure with the help of 
a laser, electrical or electro-magnetic short-time pulse, or self-
ignition. (3) The metal nano-particles composing a cluster are 
oxidized by atmospheric oxygen on a relatively short timescale with 
the maximum combustion temperature no higher than 15000 C and 
without forming volatile components. (4) After a fuel cluster is burnt, 
it preserves its configuration and continues to strongly bind to the 
carrier. (5) The combusted nano-fuel cluster can be reduced back to 
its original metallic form by using the reducing it with hydrogen.3
An experimental apparatus for examining the peak combustion 
temperature of the engineered cluster of metallic iron nano-particles 
was designed.  Following combustion of the metal cluster, the cluster 
can be removed and examined via microscopy or x-ray diffraction to 
determine if the combustion produced significant amounts of volatile 
products instead of occurring mainly in the solid/condensed phase.  
The approximate fuel cluster size and shape to achieve the necessary 
heat flow was determined from computation and a method for 
experimentally producing this thin disk-shaped pellet composed of 
iron nano-particles was designed.  The experimental method 
employed was relatively simple, using commercial grade iron 
nanoparticles (a TEM of the iron nanoparticles is shown in Fig. 1) 
which were sintered on a glass substrate using magnetic forces.  The 
designed iron clusters consisted of  ~16 mg/pellet, giving a disk with 
~ 1 mm height and 2 cm in diameter. The glass slide containing the 
iron cluster was mounted into an infrared temperature sensor based 
on heterodyne or radiometric measurements to determine the 
combustion temperature.  The infrared temperature sensor was 
constructed to specifically monitor time dependent temperature 
changes on a sample.  The focusing optics was aligned through the 2 
millimeter aperture that was replaced with a sample for performing 
measurements.  The high speed response of the Mercury-Cadmium-
Telluride (MCT) detector and the integration nature of heterodyne 
detection allowed measurements to be performed at speeds up to one 
millisecond.   

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  366



 
 
Figure 1. Iron nanoparticles TEM: diameter ~ 50nm  
 
Results and Discussion 
 Multiple samples were tested, and in all cases, combustion 
proceeded rapidly (~0.5 sec), generating peak temperatures between 
1000 and 1200 K, without the observable production of volatile 
products.  Radiometry measurements are shown in Fig. 2 and clearly 
demonstrate combustion of the iron cluster occurs rapidly (~500 
milli-seconds) with a peak temperature in near 1000K.  The 
combustion process did not produce any visually notable volatile 
products or ash.  The reproducibility of the process is very good and 
since the temperature is well below that required to form NOx, it is 
reasonable to assume there is virtually none formed from the 
combustion process.  Visual observations of the combustion process 
were quite dramatic as one can clearly follow the wave front of 
combustion through the cluster by noting the change in color which 
goes from black to red.  Additional and more substantial evidence for 
solid-state combustion was obtained from x-ray diffraction of the 
iron cluster before and after combustion (Fig. 3) combined with 
gravimetric analysis.  These results clearly show that the combustion 
process oxidizes ~94% of the iron into primarily hematite (Fe2O3) 
and maghemite, only leaving ~6% of the iron in its original state.   
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Figure 3a.  X-ray diffraction results for the iron cluster before 
combustion  with  the  peak for magnetite marked with stick spectra. 
  

 
 
Figure 3b.  X-ray diffraction results for the iron cluster after 
combustion with the peaks for magnetite and  maghemite marked 
with a stick spectra. 
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Introduction 

The fact that current diesel engine emissions will not meet future 
standards, has spurred research into alternative fuels in order to 
reduce emissions without compromising fuel economy.  Oxygenated 
hydrocarbons such as ethers have been proposed for use as alternative 
fuels or as additives in diesel engines1.  The chemical and 
thermodynamic properties of dimethyl ether (DME) make it ideal for 
this purpose: higher cetane number of 55-602, lower self ignition 
temperatures, NOx emissions and engine noise3, and no soot 
formation.  The determination of alternative fuels emissions under 
operating conditions (high pressure and temperature) is required to 
assess the impact of these materials on the atmospheric reactivity of 
tailpipe emissions4. 

The use of DME as a fuel for solid oxide fuel cells (SOFCs) has 
also been under consideration5.  There are potential applications for 
its use in vehicle based fuel cells.  Direct oxidation of hydrocarbons 
eliminates the need for fuel reformers and can reduce the cost and 
weight of SOFC systems.  The temperature dependence of DME 
thermal decomposition is important in determining the power output 
of SOFCs and their contamination by coking.   

Under laboratory conditions, chlorine atoms - produced by the 
photolysis of Cl2 - initiate the chemistry.  Methoxymethyl radicals 
(CH3OCH2) are produced as a result of the abstraction of a methyl 
hydrogen from DME.  Under high O2 concentrations, methoxymethyl 
radicals combine with oxygen to produce methoxymethyl peroxy 
radicals (CH3OCH2O2).  Previous product studies of chlorine initiated 
chemistry at low temperature showed a dependence on total pressure, 
where production of formaldehyde and methyl formate compete 
against each other6.  This pressure dependence was explained by 
proposing and showing that the oxidation of dimethyl ether proceeds 
via two different competitive pathways: a pressure dependent and a 
pressure independent pathway. 

In the pressure dependent pathway, the energetically excited 
peroxy (RO2*) is collisionally deactivated into a stabilized peroxy 
radical that can continue reacting by usual peroxy radical reactions.  
From these methoxymethyl peroxy radical reactions, methyl formate 
(CH3OC(O)H) is formed as a main by-product.  Also a significant 
yield of formic acid (HC(O)OH) has been previously reported7, 
although it is not clear how the proposed mechanism can account for 
it.  The pressure independent pathway takes place via the 
intramolecular rearrangement of peroxy radical followed by 
dissociation into two molecules of formaldehyde and one molecule of 
hydroxyl radicals (2 HC(O)H + OH).  This pressure independent 
pathway is of particular interest with respect to combustion because 
OH radicals are an important reactive intermediate in combustion 
processes.  The production of hydroxyl radicals can initiate and 
sustain a chain reaction between DME and OH.  The original study of 

the dimethyl ether photoinitiated chemistry intended to determine the 
branching ratio of CH3OCH2 + O2 reaction with respect to pressure6.  
Time-resolved UV/IR spectroscopy was utilized to perform real time 
kinetic measurements of this reaction at temperatures between 230 
and 350 K, pressures between 10 and 200 Torr, and a time regime of 
up to 60 microseconds.  At room temperature, the peroxy radical 
stabilization becomes more significant as pressure increases, but the 
dissociation pathway becomes insignificant to sustain combustion 
chain reactions.  As the temperature increases the reaction shifts to 
the formaldehyde production, but this change is not as significant as 
the one dependent on pressure.  The investigation of the kinetics of 
the photo-initiated CH3OCH2 + O2 chemistry at elevated 
temperatures above 295 K revealed thermally induced reactions 
taking place independent of photolysis.  Also these results raised the 
possibility that at even higher temperatures >350K, the dissociation 
channel might become significant enough to sustain DME + OH 
chain reaction, and be even more significant near or at combustion 
temperatures.  This study intends to determine the branching for the 
CH3OCH2 + O2 reaction pathways at pressures of 20-200 Torr and 
temperatures of 295-700 K, and the importance of dimethyl ether 
degradation in the presence of O2 over the temperature range of 295-
700 K. 
 
Experimental 
 To investigate the temperature dependence on the degradation of 
dimethyl ether and consequently on the CH3OCH2 + O2 branching 
ratio, the kinetics of the reaction of CH3OCH3 + Cl2 in the presence 
of O2 is being studied at elevated temperatures.  Flash 
Photolysis/Transient Infrared Spectroscopy is used to evaluate the 
yield and kinetics of Formaldehyde, Methyl Formate, and Formic 
Acid, at the 1709 cm-1, 1742 cm-1, 1791 cm-1 vibrational lines 
respectively.  The measurements include the direct probing of 
product concentration for the first 900 µsec after Cl2 photolysis, and 
in the absence of Cl under steady state, at three different dimethyl 
ether concentrations (6, 12, 20 × 1016 molecules/cm3).  These 
experiments were carried out at three different total pressures (60, 
250, 600 × 1016 molecules/cm3) and eight different temperatures 
between 295 and 700 K (increments of 50K). 
 The Flash Photolysis/Time-Resolved IR Spectroscopy 
experimental apparatus is described as follows.  A reagent gas 
mixture is inserted into a quartz cylindrical reaction cell.  The gas 
mixtures for these experiments consisted of dimethyl ether (1-7 Torr), 
4.8% chlorine/N2 (2-11 Torr), O2 (11-38 Torr), and N2 to make up the 
balance.  The reaction cell is wrapped with electrical heaters and 
insulated for thermal stability.  Temperature is monitored and 
controlled by thermocouples positioned along the outside of the cell.  
The gases are pre-heated prior to entering the cell.  Photo-
dissociation of Cl2 is initiated by 351 nm light from a Lambda Physik 
model LPX 301 excimer laser.  Two dichroic beam-steering mirrors, 
placed at opposite ends of the reaction cell, reflect the UV laser light 
into the reaction cell while allowing the transmission of IR light.  
Conditions were such that the reaction cell was well evacuated and 
the gas mixture replenished between laser pulses.  A high-resolution, 
cryogenically cooled, Pb-salt diode laser is used as the infrared light 
source to probe the ro-vibrational carbonyl stretch mode of by-
products at frequencies between 1700 and 1800 cm-1.  After passing 
though a mode selecting monochromator, it is directed through the 
reaction cell where it counterpropagates relative to the excimer laser. 
The IR light is focused to a LN2 cooled HgCdTe detector with a 
response time of 0.3 µsec.    Frequency drift is prevented by 
frequency locking the laser radiation to the ro-vibrational absorption 
line being monitored.  The IR light intensity is measured for several 
milliseconds following the laser photolysis pulse to obtain time 
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dependent absorbances.  In order to quantify the concentrations of the 
by-products, their IR absorption cross sections (σ) at the respective 
IR absorbance lines are determined by introducing a known amount 
of by-product into the reaction cell of pathlength l.  The concentration 
is then calculated by Beer’s Law via, 
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The initial halogen radical concentration from photolysis is 
calculated indirectly by substituting methanol for DME and 
measuring the formaldehyde yield from the photoinitiated oxidation 
reaction.  
  
Results and Discussion 
 For the thermally induced chemistry measurements, the gas 
mixture of DME/O2/N2 was allowed to equilibrate to the selected 
temperature while flowing through the cell.  Residence time in the 
cell was between 2 and 4 seconds.  Figure 1 shows the formaldehyde 
yield, in the absence of chlorine, relative to dimethyl ether initial 
concentrations at temperatures between 295K and 700K.  At 
temperatures between 450K and 500K, dimethyl ether thermally-
induced oxidation is starting to take place.  Above these 
temperatures, main by-products are being produced reaching 
maximum concentrations between 600K and 650K, starting then to 
decline.  At low pressure conditions, formaldehyde yield is lower 
compared to medium and high pressure conditions.  The change in 
formaldehyde yield is not significant going from 250 × 1016/cm3 to 
650 × 1016/cm3 total pressure.  Methyl formate and formic acid yields 
follow a similar trend, although formaldehyde yield is greater by a 
factor of 2 and 10 respectively.  Figure 1 clearly shows a total 
pressure dependency as a function of temperature in the 
methoxymethyl peroxy radical chemistry, but also shows that the 
formaldehyde yield is independent of DME initial concentration. 

300 400 500 600 700 800

[H
C

(O
)H

]/[
D

M
E]

0 (
%

)

0

5

10

15

20

25
Fractional yield relative to [DME]0

70×1016/cm3 
250×1016/cm3 
650×1016/cm3 

Temperature (K)  
 
Figure 1. Formaldehyde yield relative to dimethyl ether initial 
concentration in the temperature regime of 295-700K at three 
different total pressure conditions. 

 
Figures 2 and 3 show the pressure dependent yields of the three 

main by-products from photo-initiated DME oxidation experiments at 
295K and 500K respectively.  Due to the high initial radical 
concentrations, > 1014/cm3, for these measurements, the products are 
monitored for only a few milliseconds after the chemistry is initiated 
by chlorine atoms.  At a given temperature, the formation of 

formaldehyde shows pressure dependence due to the change in the 
fraction of peroxy radicals that undergo dissociation.  In contrast, 
methyl formate yield remains essentially the same over this pressure 
range.  No detectable levels of formic acid are measured during the 
first millisecond of the reaction.   

 
Product yields: CH3OCH2 + O2  
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Figure 2. Formaldehyde, methyl formate, and formic acid 
concentration vs time profile from Cl2-initiated DME degradation at 
room temperature as a function of pressure. 

 
 

Product yields: CH3OCH2 + O2  

Time (µs)

0 200 400 600 800

H
C

(O
)H

 (1
014

/c
m

3 )

0

5

10

15

20
35 Torr 
85 Torr 
340 Torr 

Time (µs)

0 200 400 600 800

C
H

3O
C

(O
)H

 (1
014

/c
m

3 )

0

2

4

6

8

Time (µs)

0 200 400 600 800

H
C

O
O

H
 (1

014
/c

m
3 )

0

2

4

6

8

T = 503K [Cl]0 = 11 x 1014/cm3 

 
 
Figure 3.  Formaldehyde, methyl formate, and formic acid 
concentration vs time profile from Cl2-initiated DME degradation at 
503K as a function of pressure. 
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As the temperature is raised from 295K to 503K, the 
formaldehyde yield increases, by as much as a factor of 3, with the 
greatest increase occurring at low pressures, and becoming less at the 
higher pressure.  As total pressure is increased, IR detection of the 
products becomes increasingly difficult due to both the smaller 
product concentrations and the pressure broadening effect on 
absorbance cross section.   While the methyl formate yield reaches 
similar levels at both temperatures, the rate of formation is slower as 
temperature increases. 

A reaction mechanism for the oxidation of DME is being used to 
predict the temperature and pressure dependence of the 
methoxymethyl peroxy stabilization vs. dissociation branching ratio 
as well as the peroxy radical self reaction rate constant.   
 
 

 
 
Figure 4.  Formaldehyde, methyl formate, and formic acid yields 
predicted from kinetics model at 503K and 60 × 1016 molecules/cm3. 
 

A kinetics model based on the proposed reaction mechanism for 
the oxidation of DME is created to describe the chemistry taking 
place inside the reaction cell.  The model consists of 35 different 
chemical reactions.  For each species participating in the reaction 
mechanism, its differential equation for the production rate is solved 
for each individual set of experimental conditions.  Figure 4 shows 
the prediction of formaldehyde, methyl formate and formic acid 
yields from the kinetics model at a temperature of 503K and low 
pressure conditions.  The solid line represents the predicted yield, 
which is graphed over the data.  The dashed line represents the 
predicted product yield over a change of ± 8% on the calculated 
branching ratio.  The large shift on the theoretical yields over a small 
change on the calculated branching ratio shows that the proposed 
reaction mechanism was able to accurately describe the DME 
oxidation under our experimental conditions. 

The methoxymethyl peroxy radical chemistry will be further 
described by Lindemann and Arrhenius analysis of these parameters. 
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Introduction 

To reduce the emissions of the environmental pollutants, U.S. 
Environmental Protection Agency announced new regulations that 
mandate refineries to reduce sulfur levels of the transportation fuels 
down to 30 ppmw in gasoline and 15 ppmw in diesel by 20061,2.  
Refineries in the U.S. and worldwide are facing new challenges to 
produce very low sulfur highway and non-road fuels, while the crude 
oils refined in the U.S. are getting higher in sulfur content and getting 
heavier.  In the future, the requirements for deep desulfurization of 
transportation fuels will become even more stringent because of the 
possibility that these fuels can be used on-board or on-site to support 
the operation of fuel cells for mobile, portable and transportation 
applications.  Both high and low temperature fuel cells require clean 
feed streams with very low levels of sulfur3,4.  To use gasoline or 
diesel fuels, which are ideal for fuel cells because of their high 
energy density, ready availability, safety and ease of storage, the 
sulfur concentration preferably should be below 0.2 ppmw5.   

Conventionally, the deep desulfurization can be achieved by a 
multi-step process including, hydrodesulfurization (HDS) over 
CoMo/Al2O3 and NiMo/Al2O3 catalysts and subsequent removal of 
H2S with a sorbent.  However, the HDS process is not suited well to 
produce ultra clean (essentially sulfur free) transportation fuels, 
particularly for fuel cell applications.  At the severe reaction 
conditions required for effective sulfur removal, the olefins and 
aromatics in the gasoline are saturated leading to a decrease in the 
octane number.  In addition, the current HDS process cannot 
adequately remove the refractory sulfur compounds present in the 
diesel and jet fuels. It has been shown that the HDS reactor size needs 
to be increased by a factor of 7, in order to be able to reduce the 
sulfur content of the diesel from 500 to 15 ppmw6. Clearly, more 
effective and affordable methods are needed to reduce the sulfur 
content of the transportation fuels to ultra low levels.   

Previously, a new sorbent material was developed by TDA 
Research, Inc. for natural gas and liquefied petroleum gas (LPG) 
desulfurization, where the sorbent effectively removed sulfur-bearing 
odorants (e.g., thiophenes, mercaptans) with very high capacity7.  The 
regeneration potential of the sorbent applying a mild temperature 
swing (by heating up the sorbent bed to 250-300oC) through several 
consecutive adsorption/regeneration cycles were also demonstrated8.  
Molecular theory and preliminary findings suggest that the same 
family of sorbents also have the potential to remove refractory sulfur 
species from higher hydrocarbon fuels.  The challenge is to develop 
effective sorbents that are selective to the sulfur compounds. This 
paper summarizes the initial testing results of these new sorbent 
materials for deep desulfurization of transportation fuels.  

 
Experimental 

Sorbent Synthesis. Synthesis method of the sorbent was 
described in detail in prior literature8.  As part of this work, several 
formulations were screened according to their physical properties, 
including porosity, surface area, crush strength of the pellet and 
active material content.  In the selection of proper active material and 
support, the material costs were taken into consideration. The choice 
of substrate materials included conventional supports, which are low-

cost and have high surface area (150 to 580 m2/g measured by the 
manufacturers). The best formulations with the desired physical 
properties were tested for their sulfur removal performance under 
simulated conditions. 

Test Setup. Preliminary tests for desulfurization of the fuels 
were performed in a batch reactor.  As reported in a similar study9, 
for these experiments a fixed fuel:adsorbent ratio was used to quickly 
screen various sorbent candidates at a baseline conditions.  In a 
typical test, about 2 g of sorbent was mixed with 60 ml of a model or 
actual fuel containing about 2,000 ppmw of sulfur compounds in a 
round bottom flask (corresponding to a fuel:adsorbent ratio of 12.0).  
After mixing, the fuel and sorbent was continuously stirred while 50 
µl liquid samples were taken out every hour for 4-6 hrs.  A heating 
mantle and a water reflux combination provided the capability of 
running experiments at elevated temperatures as high as 80oC.  These 
static experiments were used for quick screening to identify potential 
candidates to be tested in a flow system where the adsorbent will be 
tested in a tubular reactor setup. 

Analytical System. The analysis of the sulfur compounds were 
carried out using a gas chromatogram equipped with a Flame 
Photoionization Detector (FPD) with 0.1 ppmv sulfur detection limit.   
A 30 m Restek XTI-1 column (30m x 0.25mm x 0.25µm) was used 
for the separation of sulfur compounds.  After the tests, selected 
sorbent samples were sent to analysis in a local laboratory for 
chemical analysis using Inductively Coupled Plasma Atomic 
Absorption to confirm to sulfur uptake of the sorbents.   
 
Results and Discussion 

The composition of the transportation fuels vary widely 
depending on the crude oils used in the refining process, the product 
demand and specifications.  Branched and n-alkanes are the main 
ingredients of these fuels accounting more that 70%.  The major 
normal alkanes and the main branched alkanes are C5 to C8 
compounds.  The aromatics content constitutes about 30% of the fuel, 
mainly benzene, toluene, xylenes and alky benzenes.  Thiophene, 
benzothiophene dibenzothiophene and their alkylated derivatives are 
the major sulfur compounds remaining in the fuel after HDS.  

In the preliminary screening tests, we used n-heptane and 
benzene as model fuels to measure the efficacy of the sorbents in 
removing sulfur.  Figure 1 shows the gas chromatograms of the 
liquid samples extracted from the batch reactor at different time 
intervals.   
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Figure 1. GC-FPD chromatograms for a model fuel sulfur analysis 
during a static experiment. 1,000 ppmw benzothiophene and 1,000 
ppmw of 2-methyl benzothiophene in n-heptane. T=60oC. 
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In this experiment, n-heptane fuel containing 1,000 ppmw of 

benzothiophene and 1,000 ppmw of 2-methyl benzothiophene were 
mixed with a sorbent sample and the sulfur uptake capacity of the 
sorbent was measured as a function of time.   The temperature of the 
reactor was maintained at 60oC throughout the test. As indicated by 
Figure 1, the sorbent could remove potentially all the sulfur in 6 hrs 
and more than 98% of the original amount in less than 2 hrs.   

Once a promising candidate was identified, more tests were 
performed to evaluate its effectiveness in different fuel environments.  
Figure 2 shows the change in the 2-methyl benzothiophene 
concentration in the batch reactor as a function of time.  The removal 
rate and the overall sulfur uptake capacity of the sorbent were 
reduced by the presence when benzene was used as the model fuel.  
Although reduced, in the presence of benzene the sulfur adsorption 
capacity of the sorbent exceeds 0.85% on weight basis (based on 3 hr 
adsorption), where the adsorption capacity is defined as lb of sulfur 
removed per lb of sorbent. 
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Figure 2.  2-methyl benzothiophene removal performance of the 
sorbent in different model fuels.  1,000 ppmw benzothiophene and 
1,000 ppmw of 2-methyl benzothiophene in n-heptane and benzene. 
T=60oC. 
 

The regeneration potential of the sorbent were also evaluated by 
applying a mild temperature swing.  In these experiments, the sorbent  
was first exposed to n-heptane fuel containing 1,000 ppmw of 
benzothiophene and 1,000 ppmw of 2-methyl benzothiophene at 
60oC.  After the sorbent is saturated with sulfur, the solution was 
filtered to recover the sorbent.  The tested sorbent was then heated to 
300oC under 200 ml/min nitrogen flow overnight in a tube furnace.  It 
was anticipated that this mild thermal treatment was sufficient to 
drive off the physically adsorbed sulfur species from the sorbent.  
The sorbent was then cooled to room temperature in nitrogen flow 
and then placed into the batch reactor again to test its performance 
using an identical sulfur-laden fuel.  The comparison of the sorbent 
performance for removing 2-methyl dibenzothiophene from n-
heptane fuel in two adsorption cycles are presented in Figure 3.  In 
both cycles, the sorbent also removed all the benzothiophene. 

These results suggest that the sulfur can be driven off from the 
sorbent by a simple thermal process heating the sorbent to 300oC.  It 
is also suggested that the regenerated sorbent may maintain a stable 
cyclic capacity.    

 

 

1

10

100

1000

0 50 100 150 200
Time, min

Su
lfu

r C
on

te
nt

, p
pm

w

Cycle #1

Cycle #2

 
 

Figure 3. The sulfur removal performance of the fresh sorbent and 
the sorbent regenerated at 300oC in N2 flow.  1,000 ppmw 
benzothiophene and 1,000 ppmw of 2-methyl benzothiophene in n-
heptane. T=60oC. 
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Introduction 
 Efficient generation of hydrogen is an important enabling 
technology for commercialization of fuel cells for homes and cars of 
the future.  
 There are a number of fuel processing technologies for 
hydrogen generation from hydrocarbon fuels and oxygenates, but in 
actuality these technologies are points along a spectrum that spans 
combustion and partial oxidation (POX) through steam reforming 
(SR) (1). Autothermal reforming (ATR) combines partial oxidation 
(POX) and SR, in a single process. POX reaction is exothermic or 
produces heat, while SR reaction is endothermic and heat must be 
generated external to the reformer process. 
 The thermal efficiency of an ATR process is usually determined 
by multiplying the hydrogen yield by the ratio of hydrogen and fuel 
Lower Heating Values (LHV). However, this approach overestimates 
the efficiency since it neglects to account for the heat input to the 
reactor.  In a previous study, the efficiency for autothermal reforming 
of a generalized fuel was determined to be dependent on fuel atomic 
analysis and fuel heat of formation by assuming maximum efficiency 
at the thermoneutral point (2). Other researchers have determined the 
efficiency of a steam reformer to be only dependent on fuel atomic 
analysis and steam-to-carbon ratio (S/C) by assuming a minimum 
S/C of 2 (3). In this study, the efficiency of the fuel processing, in the 
full range of combustion to steam reforming, is shown to be only 
dependent on fuel atomic analysis and oxygen-to-carbon ratio (O2/C) 
without any assumptions. Based on this simple approach, the 
efficiency of autothermal reforming of methane, propane, isooctane, 
dodecane, and hexadecane is compared. 
 In this study, H2 yield from fuel processing is determined based 
on energy and material balance coupled with chemical equilibrium 
requirements. The assumptions inherent in the ATR energy and 
material balance are as follows: 
• Complete consumption of O2 without formation of carbon soot, 

which is a reasonable assumption at a S/C level of 2 or above 
(4). 

• The carbon in the fuel is reformed to CH4, CO or CO2 only. For 
reforming of methane, CO and CO2 constitute the only carbon 
containing reforming products (5).  

• SR, WGS and methanation (for non-methane fuels) reactions are 
assumed to be at equilibrium at ATR outlet temperature. This is 
again a reasonable assumption based on previous studies (6).  

• Adiabatic reaction  
 
Maximum Hydrogen Yield 
 ATR reaction stoichiometrics for a generalized fuel, CxHYOZ, 
can be represented as: 
CxHYOZ + a O2 + b H2O = c CH4 + d CO + e CO2 + f H2 
Where,  

 
Table 1.  Fuel Properties 

Fuel - 
CXHYOZ X Y Z 

Max 
Yield = 

(y/2)+2x-
z 

�°Hf 
(kJ/mole) @ 

25°C 

LHV 
(kJ/mole) 

Hydrogen 0 2 0 1 0 229.16  
Methanol 1 4 1 3 -178.96 663.40  
Ethanol 2 6 1 6 -203.59 1,251.96  
Methane 1 4 0 4 -56.89 785.47  
Propane 3 8 0 10 -66.86 2,001.89  

Isooctane 8 16 0 24 -174.33 4,731.24  
Dodecane 12 26 0 37 -195.10 7,392.41  

Hexadecane 16 34 0 49 -248.52 9,791.77  

The reference point for all enthalpies is 0 degrees absolute. 
 
a = O2, Feed / CxHYOZ,Reformed  
b = H2OReacted / CxHYOZ,Reformed 
c = CH4,Reformate / CxHYOZ,Reformed 
d = COReformate / CxHYOZ,Reformed 
e = CO2,Reformate / CxHYOZ,Reformed 
f = H2,Reformate / CxHYOZ,Reformed 
 
 The above assumes that all O2 is consumed in the ATR without 
formation of carbon soot. Based on atomic balance for O, C and H, it 
can be shown that: 
 
b = d+2e-z-2a 
c = x-d-e 
f = y/2+b-2c 
 
Combining all three Equations and rearranging: 
 
f = (y/2+2x-z) -2a - (d+4c)     (1) 
 
 The above equation indicates that maximum theoretical 
hydrogen yield occurs when all the carbon in the fuel is reformed to 
CO2 (i.e., no CH4 or CO produced), which is consistent with previous 
literature [5]. For maximum hydrogen yield, Equation (1) reduces to:  
 
fmax = (y/2+2x-z)  - 2a    (2) 
 
 Table 1 summarizes the values of (y/2+2x-z), standard heat of 
formation and LHV for a number of fuels and Figure 1 shows the 
linear relationship between LHV and (y/2+2x-z). Defining 
Stoichiometric Ratio (SR) as the ratio of oxygen reacted to 
stoichiometric oxygen required for combustion, the maximum 
hydrogen yield for any fuel can be represented by the following 
Equation: 
 
fmax/(y/2+2x-z)   = 1 – SR     (3)  
where, SR = 2a/(y/2+2x-z)   
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Figure 1. Maximum hydrogen yield for steam reforming of various 
fuels  
 
Thermal Efficiency 
 The reformer thermal efficiency is commonly obtained by 
multiplying the hydrogen yield by the ratio of LHV of H2 to fuel. 
However, this standard definition may result in efficiencies greater 
than 100% as discussed elsewhere (3). In addition to the fuel that is 
reformed to hydrogen, extra fuel is necessary to supply the required 
heat for the reforming process. This extra fuel provides external heat 
to a steam reformer, whereas for an autothermal reformer, the extra 
fuel is consumed in the reactor to provide internal heat. A more 
accurate approach, proposed in this study, is to determine the fuel 
processor efficiency by dividing the hydrogen yield by fmax, which 
represents the maximum theoretical hydrogen yield at a given 
oxygen level.   
 To see how the proposed approach compares to the standard 
method of determining the fuel processor efficiency, let us express 
the ratio of hydrogen and fuel LHVs in terms of standard heats of 
formation of the respective combustion products: 

)(2,2,,

)(2,2

)2/( gOHfCOfFuelf

gOHf

Fuel

H

HyHxH
H

LHV
LHV

°∆−°∆−°∆

°∆−
=

     (6) 
 
 Consider the autothermal reforming of a generalized fuel for 
maximum hydrogen yield (i.e., no CH4 or CO produced):  
CxHYOZ + a O2 + b H2O (g) = e CO2 + f H2            (7) 
 
 The water in Equation (7) is in form of steam in recognition of 
high temperatures necessary for fuel reforming. Based on atomic 
balances for O and C, it can be shown that: 
 
b = 2x-z-2a 
e = x 
 
The standard heat of reaction for equation (7) is: 
 
∆H°R = - ∆H°f ,Fuel + x *∆H°f ,CO2 - (2x-z-2a)* ∆H°f , H2O(g)         
(8) 
 
Substituting Equation (8) into Equation (6) and assuming that 
LHVfuel and ∆H°R refer to the same state of fuel:  

RgOHf

gOHf

Fuel

H

HHazxy
H

LHV
LHV

°∆−°∆−−+−

°∆−
=

)(2,

)(2,2

)222/(
      (9) 

 
If we divide the numerator and denominator with -∆H°f , H2O(g) and 
rearrange: 

 )1)(22/(
12

SRzxyHLHV
LHV

RFuel

H

−−+
=

°∆+          (10) 
 
The following expression for the thermal efficiency, η, can be 
obtained by substituting Equation (3) in (10): 

η = max

2

f
f

HLHV
LHVeldHydrogenYi

RFuel

H =
°∆+

∗

           (11) 
 
where, ∆H°R represents the heat necessary to produce maximum 
hydrogen from autothermal reforming of a given fuel. The efficiency 
can also be expressed in terms of HR by substituting Equation (3) 
into (11): 

η = )1( SR
HR
−              (12) 

 
 Figures 8, 9 and 10 show the efficiency, as defined by Equation 
(12), for hexadecane, dodecane, isooctane, propane and methane as a 
function of SR for various inlet temperatures at S/C=3 and S/C=2, 
assuming adiabatic conditions. Figure 11 shows that methane has the 
highest efficiency compared to other fuels, consistent with previous 
literature (2, 3), and the efficiency increases as the inlet temperature 
decreases. This is somewhat counterintuitive since higher inlet 
temperatures results in higher hydrogen yield. However, higher inlet 
temperatures lead to lower SR, which increases the denominator of 
Equation (12), hence resulting in lower efficiency. 
 Equation (12) does not explicitly show the effect of S/C and 
water consumption in the reforming process. Substituting Equation 
(1) into the numerator of Equation (11): 

η = 1 - max

4
f

cd +

         (13) 
 
 Let us consider the idealized autothermal reforming reaction, 
where CO and CH4 are not produced (i.e., η=1):  
 
CxHYOZ + a O2 + b H2O = e CO2 + f H2 + g H2O     (14) 
 
 Using stoichiometric analysis, we can drive the following 
relationship between water and oxygen consumption: 

azCSxb −−+=
2

)2/(*
2        (15) 

 The above equation shows that for a given oxygen feed to the 
reactor (i.e., SR), water consumption, b, increases with S/C. This in 
turn reduces CO and CH4 formation in the autothermal reactor by the 
WGS and reverse methanation reactions, resulting in higher 
efficiency. 
 It is important to note the limitations of Equation (12) for 
determination of efficiency. The maximum standard heat of reaction 
for autothermal reforming is not necessarily represented by ∆H°R, as 
defined by Equation (8). Due to the exothermic nature of the WGS 
reaction, the maximum standard heat of reaction would occur when 
all carbon in the fuel is reformed to CO. The standard heat of 
reaction also does not include the total heat required for bringing the 
reactants to the temperature of the reaction. However, the implication 
of the first limitation is small and the second limitation is mitigated 
by the inclusion of the oxygen consumed in the autothermal reaction 
(i.e., SR) in Equation (12). 
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Conclusions 
 The stoichiometric analysis of the autothermal reaction for a 
generalized fuel is used to determine the reforming reaction space for 
methanol, ethanol, methane, propane, isooctane, dodecane, and 
hexadecane, in the full range of steam reforming to combustion. A 
simple approach is proposed for determination of the thermal 
efficiency for autothermal reforming based on fuel atomic analysis 
and oxygen consumption. The thermal efficiency appears to increase 
with S/C and to be inhibited by higher inlet temperatures. The 
simulation data and conclusions of this paper are applicable to any 
ATR regardless of size and are independent of feed flowrates. 
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Figure 2. Inlet temperature = 500°C, P = 5 psig (136 kPa) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Inlet temperature = 670°C, P = 5 psig (136 kPa) 
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Figure 4. Inlet temperature = 800°C, P = 5 psig (136 kPa) 
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Figure 5. Maximum efficiency at S/C = 3, P = 5 psig (136 kPa) 
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Introduction 

The trend of the 21st century is environmental protection and 
continuable development. In order to decrease the influence of acid 
rain and air pollution caused by sulfur dioxide released from the 
combustion of fuel oils, more and more regulations on sulfur content 
in fuel oils are being implemented 1. The current industrial method 
for removing sulfur from fuels is hydrodesulfurization (HDS). HDS 
is costly and energy-intensive for deep desulfurization, requiring high 
temperature and high pressure. Furthermore, HDS is not effective for 
removing heterocyclic sulfur compounds such as DBT and DBT 
derivatives. Biodesulfurization (BDS) is a process that removes sulfur 
from fossil fuels using a series of enzyme-catalyzed reactions 2. It 
leads to the development of highly efficient reactions and 
environmentally friendly technologies. BDS, which operates under 
ambient temperature and pressure, is expected to be a complement 
and a promising alternative to HDS 3.  

A lot of attempts have been made to develop BDS process. A 
few strains that can desulfurize DBT and DBT derivatives have been 
isolated, such as Rhodococcus erythropolis H-2 4, Paenibacillus sp. 
A11-2 5, Mycobacterium phlei GTIS10 6, Rhizobium meliloti Orange 
1 7, Gordona sp. CYKS1 8, and Rhodococcus erythropolis KA2-5-1 9. 
Two pathways for DBT metabolism are now recognized, namely, the 
ring-destructive pathway, represented by the Kodama pathway and 
the sulfur-specific pathway, the so-called 4S pathway. In this paper, 
the DBT metabolism of UP-3 (CGMCC No.0973), which was 
isolated from soil and sewage in the Shengli Oilfield, was identified 
as Agrobacterium tumefaciens. To improve stability and longevity of 
biocatalyst, BDS was carried out using immobilized Agrobacterium 
tumefaciens UP-3 in model system by using polyvinyl alcohol (PVA) 
and sodium alginate (SA) as supports.  

 
Experimental 

Chemicals. DBT (analytical grade), was purchased from Fluka 
Chemical Co. (France). The n-hexadecane was obtained from 
Haltermann Company (Germany). Sodium alginate was supplied by 
Shanghai Chemistry Reagent Plant. All other chemicals were of 
analytical grade, commercially available and used without further 
purification. 

Microorganism. Agrobacterium tumefaciens UP-3 was isolated 
from the soil and sewage contaminated by sulfur-containing 
petroleum in the Shengli Oilfield. Strain UP-3 was grown aerobically 
in Seuton’s medium (peptone 10g, yeast extract 2g, casein 2g, NaCl 
6g, glucose 10g, distilled water 1000ml, pH7.5) at 30°C for 24h. 
Cells were then collected by centrifugation, washed with sodium 
phosphate buffer (pH 7.5). Strain UP-1 was washed by 0.9% (w/w) 
NaCl before immobilization. 

Identification of strain UP-3.  According to the reference 10, 
the species was identified by measuring traditional physiological and 
biochemical characteristics, and determining the DNA sequence of 
the 16S-rDNA gene. Then compare the homology with a library of 
known DNA sequence in GenBank+EMBL+PDB database project 

and make sure the genus.  
Immobilization methods. The mixture of SA and PVA was 

selected as the carriers. The pH and temperature of immobilization 
were 7.3～7.5 and 4℃ respectively. The process of immobilization 
was as follows: support materials were dissolved in deionized water 
at 100°C. Then the support solution was cooled to room temperature, 
cell suspension was added to the solution and thoroughly mixed. This 
mixture was then dropped into 2% (w/w) CaCl2 solution and boric 
acid saturation solution to form the immobilized cells beads with the 
diameter of 3-5 mm. The immobilized cells were washed three times 
with deionized water. 

Experiment of BDS. BDS was carried out using immobilized 
cells (10g beads) or non-immobilized cells (1.0g wet cells) as 
biocatalyst in model system containing DBT (2.7mM) in a 250ml 
flask with shaking (200rpm) at 30°C. The amount of residual DBT 
was measured as described below. DBT in the reaction mixture was 
extracted with n-hexane after acidifying the samples to pH2.0. The 
hydrocarbon phase was separated from aqueous-phase containing 
cells by centrifugation at 10000rpm for 15min. The non-immobilized 
cells were washed thrice with sodium phosphate buffer and the 
immobilized cells were reactivation aerobically in 0.9% w/w NaCl 
solution.  Each batch of immobilized cells was carried out for 100h, 
and that of non-immobilized cells was carried out for 20h. The 
concentration of DBT was analyzed by gas chromatography. 

 
Results and Discussion 

Identification of UP-3. The bacterial community of UP-3 is 
white, dope and surface velvet. The cell of UP-3 is bacilliform, 
gram-negative，no sporangium, moving with ambient flagellum. Fig.1 
was the transmission electron micrograph of strain UP-3. UP-3 isn’t 
antacid. Growth hormone and glutamic acid are its limiting factors. 

 
Figure 1. Transmission electron micrograph of strain UP-3. 

 
The sequence length of UP-3 16S rDNA gene sequence was 

1387bp. The registered number is AY364329, and the number of 
CGMCC is 0973.  Table 1 shows the analytic results of homology 
by Blast software.  UP-3 has high homological with some 
Agrobacterium sp. According to the classified principle in the ninth 
version of 《Bergey，s Manual of determinative Bacterium》 and the 
physiologic and biochemical characteristic, UP-3 belongs to 
Agrobacterium tumefaciens. The Agrobacterium tumefaciens stain for 
BDS has not been reported previously. 

Determination of DBT-desulfurizing performance. UP-3 
could grow in Seuton’s medium with DBT as the sole source of 
sulfur. The time curve of DBT concentration and cells concentration 
at 30°C by growing cells of UP-3 was determined as shown in Fig.2. 
The growth curve of UP-3 was determined by spectrophotometer. 
Inoculation time was defined as 0h. It was found that the 
concentration of DBT was reduced 87.5% within 50h, and the 
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concentration of cells began to decrease after 40h. It was confirmed 
that UP-3 has DBT-desulfurizing performance, and death phase of 
this strain began at 40h. However, the resting cells could not utilize 
DBT as the sole source of sulfur. The DBT was not degraded 
completely because of feedback inhibition of metabolites. 

On the other hand, experiment of utilizing carbon sources was 

also investigated. Here n-dodecane, n-hexadecane, paraffine liquid 
and naphthalin represent as n-paraffin, iso-paraffin and unsaturated 
aromatic respectively. The results indicated that UP-3 could not 
utilize the above hydrocarbon as the sole source of carbon.  
Therefore, UP-3 has good application prospect for petroleum 
desulfurization. 

Table 1.  Blast analysis of UP-3 16S rDNA sequence

Sequences Producing Significant Alignments Score（bits） Similarity（%） 

Agrobacterium albertimagni 16s ribosomal  2738 99% 

Arsenite-oxidizing bacterium BEN-5 16s ribosomal 2694 99% 

Agrobacterium tumefaciens partial 16s ribosomal 2615 99% 

Agrobacterium sp.IrT-JG14-14 partial 1 2595 98% 

Agrobacterium sp.IrT-JG14-33 partial 1 2585 98% 

Agrobacterium tumefaciens 16s rRNA gene 2569 98%  

ATU389903 Agrobacterium tumefaciens  gene 2474 97% 
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Figure 2. Time courses of DBT concentration and cell concentration 
(1) Growth curve; (2) Degradation curve 

 
The performance of immobilized cells. In fact, the activity of 

most microorganisms will decrease after immobilization, so is UP-3. 
Figure 3 showed the curve of degradation of immobilized UP-3. The 
results showed that more than 65% DBT was degraded, and DBT 
degradation stopped after 5d. This may be related to the diffusion 
restriction of the support materials, and also related to feedback 
inhibition of products. 
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Conclusions 

BDS is an environmental friendly technology. UP-3 (CGMCC 
No.0973) was isolated from soil and sewage contaminated by 
sulfur-containing petroleum in the Shengli Oilfield. The species was 
identified by measuring biochemical characteristics and the DNA 
sequence of the 16S-rDNA gene. The results indicate that UP-3 
belongs to Agrobacterium tumefaciens. The Agrobacterium 
tumefaciens strain for BDS has not been reported previously. The 
pathway of DBT metabolism is neither Kodama pathway nor 4S 
pathway. That needs to be more research. It has ability to use DBT as 
the sole source of sulfur for growth at 30 ºC and without degrading 
n-dodecane, n-hexadecane, paraffine liquid and naphthalin. The total 
content of DBT was reduced 87.5% using growth cells of UP-3 
within 50h. Its resting cells show no obvious desulfurizing capability. 
When the concentration of DBT was 500µg/g, more than 65% DBT 
was degraded by immobilized cells. In a word, UP-3 exhibits 
industrialized potential and good prospect for petroleum 
desulfurization. 
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Introduction 

In power generation, the direct combustion of coal in a gas 
turbine increases power output, while reducing CO2 emissions. 
However, most of the mineral matter (ash) in coal must be removed 
before it is injected into the gas turbines for this type of system to run 
successfully. Currently, the potential of thermal extraction using 
cost-effective industrial solvents is being assessed in Japan with a 
view to producing an ashless “HyperCoal” for direct gas turbine 
combustion.1-8 In this process, the target value for extraction yield is 
> 60% with the HyperCoal having an ash content below 200 ppm. In 
previous work, extraction yields higher than 60% were obtained for 
several bituminous coals using a flowing solvent extractor with non-
polar solvents, while, the extraction yields of subbituminous coal 
were generally lower than 60% with those solvents.3-5   

Low-rank coals are known to have aggregated structures 
through non-covalent interactions among several functional groups 
such as hydroxyl, carboxyl and metal carboxylate groups. Li et al 
reported a polar solvent, N-methyl-2-pyrrolidinone, gave much 
higher extraction yields for subbituminous coals than a non-polar 
solvent, 1-methynaphthalene.6  This is explained by that thermal-
induced relaxation of the aggregate occurred in extraction in the 
latter solvent, while not only thermal-relaxation but also solvent-
induced relaxation did in the former solvent. Thus, the solvent-
induced relaxation can be effective for release of the non-covalent 
interactions, leading to the high extraction yields of the coals.  

Liotta reported that O-methylated coal gave higher extraction 
yields with several solvents in a Soxhlet extractor than the raw coal, 
and the effect was attributed to release of hydrogen bonds by the O-
methylation.10

In this work, an attempt was made to evaluate effect of release 
of several oxygen-containing functional groups on thermal extraction 
of subbituminous coals. Subbituminous coals were O-acetylated and 
O-methylated, and those treated coals were extracted at 360ºC. 
 
Experimental 

Materials. Wyodak Anderson (WY) and Pasir (PA) 
subbituminous coals (< 150 µm) were used. All samples were dried 
under vacuum at 80°C for 12 h, and then were stored in a desiccator 
prior to use. Table 1 shows elemental and ash yield of the coals. 
Crude methylnaphthalene oil (CMNO) and light cycle oil (LCO) 
were employed as extraction solvents. They are industrial solvents 
and mainly consist of di-aromatics; LCO was a non-polar solvent, 
while CMNO was a polar one which contained quinoline and its 
derivatives. 

O-acetylation. O-acetylation treatment was carried out 
according to the method by Blom et al.; 2.5 g of coal sample, 72 ml 
of pyridine and 36 ml of acetic anhydride were put into a flask and 
heated at 130°C for 12 h with refluxing.11 After then, 500 ml of 
distilled water was added to the flask. The residual solid in the 
contents was separated from the aqueous solution by filtration, 
washed with distilled water, and dried at 80°C for 12 h in vacuo. 
Hereafter, the O-acetylated WY and PA are referred to as WY-Ac 
and PA-Ac, respectively. 

O-methylation. O-methylation was conducted according to the 
method by Cody et al; 2.5 g of coal sample, 20 ml of tetrahydrofuran, 
2.25 g of 40 wt% of aqueous KOH solution and 4 g of iodemethane 
were charged into a flask and stirred for 12 h at an ambient 
temperature.12 Tetrahydrofuran, unreacted iodemethane and water 
were removed from the residual solid by evaporation. HCl aqueous 
solution (1 N) was added to the solid until pH of the solution was 2.5 
and filtrated. The solid was washed with distilled water and dried at 
80°C for 12 h in vacuo. Hereafter, the O-methylated WY and PA are 
referred to as WY-Me and PA-Me, respectively. 

Thermal Extraction. A flowing solvent extractor was 
employed as an apparatus for extraction. Details of extraction 
procedure were described elsewhere. P3-7 Approximately 0.25 g of 
coal sample was charged into a stainless steel cell fitted with 
stainless steel filters (0.5 µm). Thermal extraction preceded by 
supplying fresh solvent at a flow rate of 0.1 mL / min under a 
nitrogen atmosphere of 1.0 MPa and at extraction temperatures of 
360°C. The residual solid left in the cell was recovered, washed with 
toluene and acetone and dried at 80°C for 12 h in vacuo. Extraction 
yield of coal was calculated using the following equation, 

 Extraction yield = (1-mr/mc)/(1-Ac/100)×100 
where Ac is ash content of the initial coal and mr and mc are masses of 
residue and initial coal, respectively.  

 
Results and Discussion 

Effect of O-acetylation on Extraction Yield. Figure 1 shows 
extraction yields of WY-Ac and PA-Ac. The extraction yields of 
WY-Ac in both solvents were higher than those of WY. While, the 
extraction yield of PA-Ac in LCO was equivalent to that of PA, 
although in CMNO the effect of O-acetylation was seen. These 
results suggest that the effect of O-acetylation on the extraction yield 
depends on the coal type. In O-acetylation, hydrogens in phenolic 
hydroxyl groups were replaced by acetyl groups, resulting in release 
of hydrogen bonds between phenolic hydroxyl groups.11 In addition 
to this, acetic acid can be formed through O-acetylation. Li et al 
reported that acid pretreatment for WY coal, increased the extraction 
yield, and the effect was attributed to release of ionic cross-links by 
removing ion-exchangeable metals.6 Therefore, it is expected that not 
only hydrogen bonds between phenolic hydroxyl groups but also 
ionic cross-links would be released by O-acetylation. Ash removal by 
O-acetylation is defined as  

Ash removal [wt%] = (1– mc× Ac/ma/Aa)×100 
where mc and ma are masses of initial and O-acetylated coals, and Ac 
and Aa are ash contents of initial and O-acetylated coals, respectively. 
Ash removals of WY-Ac and PA-Ac were 49 and 6%. This result 
suggests that for WY coal not only hydrogen bonds but also ionic 
cross-links were released by O-acetylation, while for PA coal, the 
release of ionic cross-links was not significant. Thus, the difference 
in extraction yields between WY and WY-Ac can be explained by 
releases of ionic cross-links as well as hydrogen bonds.  

Acid-treated WY (WY-A) was prepared using a 1 mol/L of 
methoxylethoxyacetic acid (MEAA) aqueous solution.  WY-A was 
further subjected to O-acetylation. The O-acetylated WY-A is 
referred to as WY-A-Ac. Figure 2 shows the extraction yields of 
WY-A and WY-A-Ac. In the case of LCO, the extraction yield of 
WY-A-Ac was higher than that of WY-A, while, in CMNO the 
extraction yields were almost similar. Ash removals of WY-A and 
WY-A-Ac were 55 and 51%, respectively, showing that removal of 
mineral matter hardly progressed during O-acetylation of WY-A. 
Thus, the difference in extraction yields between WY-A and WY can 
be explained by effect of release of hydrogen bonds between 
phenolic hydroxyl groups. As shown in Fig. 2, the effect was 
observed only for non-polar solvent, LCO. There can be a plausible 
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explanation for the results; the polar solvent CMNO releases 
hydrogen bonds between hydroxyl groups, while the non-polar 
solvent LCO hardly releases them. 

Effect of O-methylation on Extraction Yield.  Figure 3 
shows that the extraction yields of O-methylated coals in both 
solvents were higher than those of raw coals. Liotta et al reported 
that both of carboxyl and phenolic hydroxyl groups were O-
methylated. P10 In addition, ash removals of WY-Me and PA-Me 
were 63 and 20%, respectively, indicating the ionic cross-links were 
also released during O-methylation as well as O-acetylation above. 
Thus, hydrogen bonds through carboxyl and phenolic hydroxyl 
groups, and ionic cross-links were released during O-methylation. 

Effect of Release of Non-Covalent Bonds on Extraction Yield. 
As described above, acid treatment releases ionic cross-links, acid 
treatment/O-acetylation does ionic cross-links and hydrogen bonds 
between phenolic hydroxyl groups, and O-methylation does ionic 
cross-links and hydrogen bonds between carboxyl groups as well as 
phenolic hydroxyl groups. Thus, effects of release of such non-
covalent bonds on the extraction yields were evaluated by differences 
in the extraction yields between raw coal and acid-treated coal, acid-
treated and acid-treated/O-acetylated coals, and acid-treated/O-
acetylated and O-methylated coal, respectively, as summarized in Fig. 
4. The extraction yield of WY with LCO was increased by the 
release of every non-covalent bond, while, that with CMNO was 
greatly increased by the release of ionic cross-links and hydrogen 
bonds between carboxyl groups. In contrast, the extraction yields of 
PA with both solvents hardly depended on the release of either ionic 
cross-links, or hydrogen bonds between phenolic hydroxyl groups, 
however, was highly enhanced by the release of hydrogen bonds 
between carboxyl groups. 
 
Conclusion 

1. For two subbituminous coals, extraction yields higher than 
60% were obtained by release of hydrogen bonds and ionic cross-
links by means of O-methylation before extraction. 

2. A polar solvent releases weaker non-covalent bonds such as 
hydrogen bonds between phenolic hydroxyl groups. While, strong 
bonds such as hydrogen bonds between carboxyl groups and ionic 
cross-links were hardly released by not only a non-polar solvent, 
LCO but also a polar solvent, CMNO. 
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Table 1.  Elemental analysis and ash content of coal used. 
 

 ultimate analysis [wt%, daf1)] ash 
 coal symbol C H N S O2) [wt%, db3)] 

Wyodak Anderson WY 75.0 5.4 1.1 0.5 18.0 8.8 
 Pasir PA 73.5 5.3 1.9 0.2 19.1 4.9 
 
a) dry ash free basis 
b) by difference 
c) dry basis 
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Figure 1.  Extraction yields of WY-Ac and PA-Ac. 
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Figure 2.  Extraction yields of WY-A and WY-A-Ac. 
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Figure 3.  Extraction yields of WY-Me and PA-Me. 
 
 
 
 
 
 
 
 
 
 
 

0 20 40 60 8

 
 
 
 
 
 
 
 
 
 
 
 
 
 00 20 40 60 8

CMNO

LCO

CMNO

LCO

0

Thermal extraction Ion cross-linkage
Hydrogen bonding
(Phenolic hydroxyl)

Hydrogen bonding
(Carboxyl)

Thermal extraction Ion cross-linkage
Hydrogen bonding
(Phenolic hydroxyl)

Hydrogen bonding
(Carboxyl)

WY

PA

Extraction yield [%]
 
 
 
Figure 4.  Effect of release of non-covalent bonds on the extraction 
yield. 
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Introduction 

Sulfur compounds exist in various light oils made from 
petroleum. Such as mercaptan, hydrogen sulfide, which have been 
undesirable compounds in petroleum since the early days of the 
industry. In recent years, allowable sulfur levels in fuels have been 
drastically lowered by government regulations to combat air pollution. 
The upper limit of sulfur in gasoline in US and Canada for 2005 has 
been set to 30ppmw[1]. Moreover, the introduction of ‘sulfur free 
fuels(<10ppmw)’has been proposed in Europe for year 2007[2]. The 
fluid catalytic cracking gasoline contributes to more than 90% to the 
total gasoline pool sulfur content in China, therefore, it is an urgent 
problem to reduce sulfur content in FCC gasoline. 

At present, there are many studies on the desulfurization 
methods to light oils. But only seldom are industrialization, such as: 
solvent extraction, acid and alkaline refining, adsorption 
desulfurization[3-5]. They all have abuses: there is a lot of waste acid 
and alkaline which brings great pressure to the environment 
protection; the adsorption capacity of sorbent is small and it will 
consume much energy to regenerate the sorbent; the solvent 
extraction has low rate of desulfurization and oil will lose. So we 
empoldered a new method-- oxidation-extraction desulfurization. On 
the result of experiment it has the virtue of high desulfurization 
efficiency and regenerate simply. This paper reports the effect of 
factors of oxidation system, including the best condition of the 
oxidation system, the effects of the circular use of the whole 
oxidation system, the effect of the proportion of the gasoline with 
acid and oxidant, the oxidation time and temperature to the 
desulfurization. 
 
Experimental  
 Oxidation System.   The oxidation system should have 
strong oxidation ability and no pollution to the environment. On the 
basis of experiments, catalyst A and oxidant B together was selected 
as the oxidation system.  
 Experimental Oil.  The FCC gasoline was produced from 
Shenghua refinery, which was caustic washed with 10m% sodium 
hydroxide solution. 
 Chemicals and Apparatus.  All solvents and chemicals used 
in this study were of analytical-reagent grade. 
A model of microcoulometric total-sulfur analyzer was used to 
determine the total sulfur in oil samples. The total sulfur of oil 
sample(S) was determined with oxidative microcoulometric method. 
 Materials Calculation.  The desulfurization rate of oxidation 
system(x1%) as follows: 

x1%
c0-c1

c0
X 100

 
where: 

C0：the initial total sulfur in oil sample    ug/g 
C1：the residual total sulfur in oil sample  ug/g 

Results and Discussion 
Effect of Oxidation Time 

200ml experimental oil was added to a conical flask and then 
20ml catalyst A and 4ml oxidant B were also added, the reaction 
solution was stirred at the speed of 800rpm under room temperature. 
Every a period of time a little oil sample was taken out and the total 
sulfur was determined after the sample washed with water, the results 
are showed in Figure 1.   
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Figure 1.  Oxidation time vs desulfurization rate 

 
Figure 1 shows that before 15 min, the desulfurization rate increase 
rapidly but after 25min, the desulfurization rate becomes steadiness. 
So the oxidation time may keep in 25min. 
 
The Effect of Quantity of A  

Only changing the using quantity of A with unchanging the other 
oxidation conditions including the using quantity of gasoline, the 
oxidant B and the reaction time et al, a series experiments were made. 
The optimism quantity for A can be gained from Fig.2. 
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Figure 2.  The optimism quantity of A in the oxidation system 

 
From figure 2 it is known that there is an optimism quantity of 

catalyst A in the reaction. Due to A plays the function of catalyst in 
the reaction, the oxidant B can not play its function better when the 
quantity of A is lack. On the other hand, when catalyst A is excessive 
in the reaction system, it consumes some B, so the desulfurization 
rate declines also.   
 
The Effect of Quantity of B  

Using the same method as the determination of the quantity of A, 
we can acquire the suitable added quantity of B in Figure 3. 
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Figure 3.  The optimism quantity of B in the oxidation system 

 
The data in Fig.3 show that with increasing the amount of 

oxidant B, the desulfurization rate was apt to increase. But when the 
quantity of B exceeded 1ml, the desulfirization rate stayed 
invariableness. Based on the above experiments, we can get the best 
proportion between the oil, catalyst A and oxidant B is 50:5:1. 
 
The Effect of Temperature on the Oxidation System 

It is reported that the temperature has effect on the oxidation 
reaction. Only changing the temperature with the experiments, the 
results are showed in Figure 4.  
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Figure 4.  The effect of temperature to oxidation reaction 
 
Figure 4 shows that in the range of 30-50℃, the desulfurization 

rate was invariableness. This could prove that the oxidation system 
was unaffected by temperature in our experiments. 
 
Circular use of the Oxidation System 

With the best proportion of gasoline, catalyst A and oxidant B, 
the circular use of the oxidation system was approached. After the 
reaction taking 25min, gasoline was separated, and the oxidation 
system was reused without changing other conditions. The results can 
be gained in Figure 5. 
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Figure 5.  The circular use times of the oxidation system  

 
We can see from Figure 5 that with the reuse times increasing of 

the oxidation system, the desulfurization rate is dropping. The reason 
may be that the oxidant B was remained less and less in the oxidation 
system with the increasing of the using times. At last the oxidant B 
was used up   and the desulfurization rate become to zero.  
 
Conclusions 
1 With the acid A/oxidant B system the oxidant reaction time may 
keep in 25min. 
2 The proportion of catalyst A /oxidant B play an important role in 
the reaction. The best proportion between the oil, catalyst A and 
oxidant B is 50:5:1. 
3 In the range of 30-55℃,the temperature has no effect on the 
oxidation system. The more circular use the oxidation system, the 
lower the desulfurization rate is. 
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Introduction 

The catalytic conversion of methane to synthesis gas is a key 
technology in the petrochemical industry.  Its importance is expected 
to increase in coming decades due to an ongoing shift in the 
petrochemical industry from oil towards natural gas as primary 
feedstock, as well as the increasing significance of fossil and bio-
renewable methane for a future ‘hydrogen economy’.  

In recent years, the direct catalytic partial oxidation of methane 
(CPOM) has emerged as a technologically interesting alternative to 
the currently dominating steam reforming and autothermal reforming 
routes for syngas production [1]: 

CH4 + 0.5 O2 = CO + 2 H2   (∆HR = -37 kJ/mol) 
The reaction is characterized by extreme reaction temperatures 
exceeding 1000°C, which results in very high reaction rates and thus 
extremely short residence times in the millisecond range [2]. The 
high reaction temperatures also restrict the choice of catalyst, and 
noble metal catalysts (Pt, Rh) are typically used. 

We have previously shown that the extreme temperatures 
observed at autothermal conditions arise due to a complex interplay 
of total and partial oxidation pathways [3]: Preferential oxygen 
adsorption on the catalyst surface results in a local over-oxidation of 
the catalyst at the front edge, which results in the strongly exothermic 
total oxidation of parts of the methane feed [4]. While this is 
obviously detrimental for syngas yields, it also yields the high 
temperatures that are thermodynamically necessary to shift the 
reaction route towards partial oxidation of methane. The need for 
sufficiently high temperatures therefore effectively limits the syngas 
yields attainable at autothermal reactor operation [3]. 

This thermodynamic limitation can be overcome through heat-
integration in a multifunctional reactor configuration [3-5]. We have 
previously reported strong improvements in syngas yield for CPOM 
in a dynamically operated reverse-flow reactor (RFR) [3]. In this 
reactor configuration, very efficient heat-integration is achieved by 
periodically switching the flow-direction of the gases through the 
reactor, while heat-reservoirs (so-called inert zones) before and after 
the catalyst as well as the catalyst bed itself act as regenerative heat 
exchangers. In the present paper, we report new insights into the 
heat-integration in this high-temperature RFR via in-situ spatio-
temporal temperature measurements. 
 
Experimental 

The experimental setup used for the investigations is shown in 
figure 1. The reactor consists of a quartz-glass tube with catalyst and 
inert-zones, which is inserted into a metal housing. The inert zones 
consist of cordierite extruded monoliths (1.7 cm diameter, 11cm 
long). In contrast to our previous studies, we used Pt-coated extruded 
alumina monolith (1.7cm diameter, 1cm long) which had been 
prepared by standard impregnation procedures. The straight-channel 
structure of the extruded monolith (in contrast to the tortuous 
structure of the alumiona foams [4]) allows the insertion of moveable 
thermocouples and thus the online measurement of the spatio-
temporal dynamics of the temperature throughout the reactor and the 
catalyst zone at operating conditions.  

Flow-reversal is accomplished with four magnetic valves, 
positioned as shown in figure 1. Reactor operation and data 

acquisition were computer controlled. The reactants (CH4 and air) 
were fed via standard mass-flow controllers and product gases were 
analyzed with a double-oven gas chromatographic system. For direct 
comparison of the results at reverse-flow operation with results from 
conventional (i.e. steady state) reactor operation, the same reactor 
setup was used for steady state experiments. This assured that all 
differences between steady state results and results at reverse-flow 
operation were exclusively due to the differences in reactor operation 
rather than differences in the experimental setup. 
 

 
 

Figure 1. Schematic of the experimental reverse-flow reactor system 
used for investigating the partial oxidation of methane 
 
Results and Discussion 

Even without inspection of temperatures inside the catalyst, the 
effect of regenerative heat-integration at reverse-flow operation of the 
catalytic reactor is immediately apparent from temperature profiles 
inside the inert zones surrounding the catalyst zone. Figure 2 shows 
temperature profiles in one of the inert zones at steady-state (‘SS’) 
and reverse-flow operation (‘RFR’) for a CH4/O2 ratio of 2.0, and an 
inlet flow rate of 1 slm. For RFR operation, temperatures were 
averaged over one full cycling period of τ = 30s. The catalyst is 
positioned at z = 11 – 12cm, i.e. to the right of the curves. Gases were 
fed at room temperature, and, at steady state operation, flow from left 
to right.  

One can clearly see that the regenerative heat-integration at RFR 
operation leads to a strong increase of the feed gas temperature at the 
catalyst entrance (z = 11cm): the temperature increases strongly from 
about 400oC at steady state operation to about 800oC at RFR 
operation. It is interesting to note that even at steady state operation 
the temperature of the inlet gases is significantly increased above 
room temperature before reaching the catalyst zone. This increase is 
due to heat conduction in the solid phase of the inert zone. In contrast 
to that, the much stronger temperature increase at reverse-flow 
operation is due to direct heat transfer between the inert zones and the 
gas phase, as will become more apparent further below.  

The temperature profiles in figure 2 also show that temperatures 
at the entrance of the inert zone are increased by less than 100oC 
through reverse-flow operation despite the strong increase in 
temperatures at the catalyst. This indicates how efficiently heat is 
truly integrated in the reverse-flow operation of the reactor. The 
resulting “cold in – cold out” effect is an additional benefit of heat-
integration for high-temperature catalysis, where the temperature of 
the reactor effluent can lead to significant problems in the 
downstream handling of the product gases. 
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Figure 2. Temperature profiles in the upstreams inert zone at steady 
state operation (circles, ‘SS’) and temperatures in the inert zone 
(averaged over one full period) at RFR operation (diamonds, ‘RFR’). 
 

The above outlined operational principle of the RFR becomes 
more apparent in the full, time-dependent temperature profiles 
throughout the catalyst zone and one of the inert zones at RFR 
operation shown in figure 3. Time-dependent temperature profiles are 
shown for two full periods with three different periodicities (top row 
and bottom right graph) along with methane conversions and syngas 
selectivities as a function of period (bottom left). The catalyst is 
positioned at z = 0 – 10 mm in the temperature profiles. In all graphs 
flow direction is initially from left to right. 

One can again recognize strongly increased catalyst inlet 
temperatures at all three periodicities: the gases reach the catalyst 
zone at temperatures well above 800oC. (The increase over the 
temperatures shown in fig. 2 is due to the higher flow rate of 2 slm 
for the data in fig. 3 vs 1slm for fig. 2). However, the flat contour 
lines for a flow reversal period of 2s (top left graph) indicate that this 
period is too short to allow the heat integration to function efficiently: 
flow reversal is too fast for the thermal dynamics of the inert zones to 
follow, and an (almost) time-invariant temperature profile develops 
in the inert zones. Poor heat integration also results in (relatively) low 
conversion and selectivities as seen in the bottom left graph. 

Increasing the period to 25 s, the reverse-flow operation starts to 
‘pump’ the heat reservoirs very efficiently as apparent from the 
strong temporal temperature gradients (top right graph). This results 
in even higher preheat temperatures and hence strongly increased 
temperatures in the catalyst zone (>1200oC) which lead to further 
increases in syngas yields.  

Further increasing the period to 100s, the efficiency of the heat 
integration is significantly reduced again, resulting in a drop in 
conversion and selectivity. The reason for this lies in the exhaustion 
of the heat reservoir supplied by the inert zones, as apparent in the 
spatio-temporal temperature profiles (bottom right graph): After less 
than 50s in each half cycle the contour lines for the temperature close 
to the catalyst (z = 10-40mm) flatten, indicating that no further heat 
exchange is occurring in these areas. Hence, as soon as the 
temperature profiles in the inert zones start to flatten, maximum 
temperatures inside the catalyst zone decrease, which then leads to 
less selective reactions, i.e. a drop in selectivity and conversion.  

Interestingly, despite the very high flow velocities in these 
reaction systems, the reaction front remains ‘pinned’ to one spot at 
reverse-flow operation, rather than showing the traveling front that is 
typically observed in a RFR. Clearly, the kinetics of the catalytic 
oxidation reaction is so fast at these high temperatures that no 
displacement can be induced by the gas flow, and the kinetic and 
thermal dynamics of the reactor hence become completely 
uncoupled.   
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Figure 3. Spatio-temporal temperature profiles inside the catalyst (z 
= 0-10mm) and one inert zone during four half-periods (i.e. four flow 
reversals) for a flow reversal half-period of 2 s, 25s and 100s, 
respectively (clockwise from top left). The bottom left graph shows 
the corresponding methane conversion (circles), H2 selectivity 
(triangles) and CO selectivity (squares) as a function of periodicity. 
 
 
Conclusions 

 We presented results from an investigation of spatio-temporal 
temperature profiles during CPOM in a reverse-flow reactor. The 
measurement of temperature profiles throughout the reactor and the 
catalyst illustrate the operation principle of the RFR at high-
temperature conditions. The importance of the cycling period and its 
influence on syngas yields could be explained by the lack of 
sufficient time for heat transfer at very short periods, and the 
exhaustion of the heat reservoirs at very long periods. Finally, a 
complete decoupling of the kinetic and thermal dynamics of the 
reactor was observed at these high-temperature conditions. This 
opens up easy ways for process improvement through optimization of 
the inert zones. 

Future Work. We are currently investigating the influence of 
RFR operation on catalyst stability, which poses a significant 
problem for high-temperature catalysis. Interestingly, first results 
indicate that dynamic heat-integration can also lead to a (partial) 
compensation of catalyst deactivation. 
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INTRODUCTION 

Stringent diesel engine emissions regulations are being 
implemented worldwide. It is widely accepted that increasing the 
cetane number is one way to produce cleaner burning diesel fuels[1,2]. 
This increase can be done by lowering the aromatic content of the 
fuel through hydrotreatment, adding chemical cetane improvers, or 
both. It is generally recognized that the use of chemical cetane 
improvement additives is less expensive than hydrotreatment. 
Moreover, deep hydrotreat- ment to reduce aromatics tends to 
adversely affect some fuel properties. 

Alkylazide was first recognized as effective cetane improver in 
the 1980s[3]. Traditional way for the synthesis of alkylazide is as 
following[3]: 

RX NaN3+ RN3 + NaXDMF or DMSO
 

RX is alkyl halide, X=Cl, Br. By reaction of alkyl halides with 
sodium azide in dipolar aprolic solvents such as dimethylformamide 
(DMF) and dimethyl sulfoxide (DMSO). Low yield, the high 
temperature of reaction and difficulty for the division of the product 
are the obvious disadvantages of this way. In order to overcome all of 
the disadvantages above,, this paper has designed a new method for 
the synthesis of alkylazides, which is a reaction of phase transfer 
catalysis. Alkylazides such as n-butylazide, isobutylazide, 
isopropylazide, amylazide, isoamylazide, octylazide and so on, can 
be synthesized by phase transfer catalysis. The synthesis of 
n-butylazide is stated in this paper to expound this reaction of phase 
transfer catalysis. 
 
EXPERIMENTAL 
    Sodium azide were purchased from Aifute 
company(JiNan,China) and other chemicals are of analytical grade 
quality. IR spectrum obtained from Nicolet–FTIR, and Elemental 
analyses for C, H, N were carried out on an Elementar Vario EL–III 
analyzer.  
 Preparation of the complexes.  The 13.7g(0.1mole) of 
n-Butyl bromide was dissolved in 50 ml of dichloromethane, this 
solution was then added to a solution of 7.15g(0.11mole) of sodium 
azide in 50 ml of water containing 0.21g phase transfer catalyst 
(tetrabutyl ammonium bromide). The addition was carried out under 
reflux conditions(41centigrade) with agitating for 3 hours. 9.03g of 
product was then separated from the mixture as achromatous liquid 
through distillation of decompression, and yield rate reaches to 
91.1%. The solvent of dichloromethane and the phase transfer 
catalyst can be recycled.  
 Physical measurement.  The purity of the product was 
measured by gas chromatography on 3420-gas chromatogram, and 
was found 98.9%. The product was found to have a boiling point at 
50centigrade–51centigrade under the pressure of 60mmHg, and the 
refractive index measurements were carried out on the refraction 
apparatus of WZS–at 25centigrade, that is nD

25=1.4188(from 
document[4], nD

20=1.4196). The density of the product is measured 
under 25centigrade by using pycnometer, that is d4

25=0.992g/ml.  

 The structural characterization.  The IR spectrum of the 
product is as fig.1. 

 
Figure 1. The IR spectrum of the product 
 
    The IR spectrum exhibits the existence of –N3 at 2300 cm-1.  
The datum of Elemental analysis are found:  C, 48.50; H, 9.10; N, 
42.36(%). Calc. for C4H9N3: C,48.48; H, 9.09; N, 42.42(%).      
   Both IR spectrum and Elemental analysis show that the synthesis 
product is just what the author needs and the structure of the product 
can be confirmed as following: CH3CH2CH2CH2–N3. 
 
RESULS AND DISSCUSSION 
 The phase transfer catalysis mechanism of this reaction [5].  
The mechanism of this reaction of phase transfer catalysis is as 
figure2, and RX stands for n-Butyl bromide, Q+ stands for the cation 
of the phase transfer catalyst. 

RX + Q N3
 

+ -
RN3 + Q X

 

+ -

Na N3
+ - + + -Q X Na X+ -

organic phase

boundary

water phase
  

Figure 2. The mechanism of this reaction 
 
    In the figure, the N3

- was extracted to the organic phase by phase 
transfer catalyst in the water phase through the process of exchange 
of ions, after the N3

- was reacted with RX, the cation of phase 
transfer catalyst transmitted the ruptured X- to the water phase. This 
process was repeated without cease as long as the reaction was 
uncompleted, therefore the N3

- was extracted to the organic phase 
until the reaction being completed. 

 The advantages of the phase transfer catalysis.  Using 
traditional way [5], the temperature of reaction is 90centigrade or so, 
the yield rate is 70% or so, the separation and recycle of the solvent 
are complex because of the strong polarity of the solvent. Compared 
with the traditional way, the way of phase transfer catalysis the author 
designed has several advantages: the temperature(41centigrade) of 
reaction is lower, the yield rate(91.1%) is higher and the separation of 
the product is easier because of the tiny polarity of the solvent, the 
solvent can be recycled more easily because of the low boiling 
point(40.5centigrade) of the solvent. All of the advantages show that 
the way of phase transfer catalysis the author designed is reasonable 
and feasible.  
 The contribution to cetane number of  the synthesis 
product.  The synthesis product was directly added to diesel fuel 
which obtained from general petrochemical factory of Shengli and 
whose primal cetane number is 39 to examine the contribution to 
cetane number, the cetane number of the diesel fuel is measured in 
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Qilu petrochemical factory. The datum are as tab.1. 
 

Table 1.  The examination of contribution to cetane number 
Contration(m%) 0.30 0.50 0.70 
∆CN +2 +4 +5 
   Tab.1 shows that the product can do good to cetane number of 
diesel fuel considerably.  
 
CONCLUSIONS 
   1. The phase transfer catalysis applied to the synthesis of 
alkylazides such as n-butylazide, isobutylazide, isopropylazide, 
amylazide, isoamylazide, octylazide is appropriately feasible. 
Compared with the traditional procedure, the temperature of reaction 
is lower, the yield rate is higher and the separation of the product is 
easier, the solvent can be recycled easily.     
   2. The addition of n-butylazide can improve the cetane number of 
diesel fuel considerably, when it is added into diesel fuel at 
concentration of 0.70m%, cetane number can be improved 5. It can 
be considered as a  kind of promising cetane number improver. 
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Introduction 

The demand to improve the fuel efficiency of vehicles and the 
need to decrease the CO2 emissions has recently led to the 
introduction of the so-called lean-burn engine technology. However, 
the presence of excess oxygen strongly decreases the efficiency of the 
catalytic reduction of NOx of the Three Way Catalyst. A possible 
solution involves the use of a Lean NOx Trap (LNT) catalyst: a LNT 
catalyst consists of a storage component (e.g. BaO) and a precious 
metal, generally Pt, dispersed on a high-surface area carrier, e.g. 
Al2O3. One typical example of this class of catalysts is the Pt-Ba/γ-
Al2O3 system [1,2]. The LNT catalysis is based on a cyclic process 
during which the storage of NOx is accomplished under lean 
conditions and the subsequent catalyst regeneration is carried out 
during a short period under rich conditions. For this reason they are 
also referred to as NOx Storage/Reduction (NSR) catalysts. 

In spite of the fact that a number of papers have been published 
on the catalytic behavior of Pt-Ba/Al2O3 catalysts, still the 
mechanism of the NOx adsorption and of their subsequent reduction 
has not been completely clarified so far. In our Labs, an extensive 
investigation was started with the aim of elucidating the NOx-storage 
capability of Pt/Al2O3, Ba/Al2O3 and Pt-Ba/Al2O3 catalyst samples, 
and the characteristics of the adsorbed NOx species. In particular, NO 
and NO2 adsorption experiments have been carried out at different 
temperatures in the presence and in the absence of oxygen. FT-IR 
spectroscopy and the transient response method (TRM) have been 
used for this purpose as complementary techniques. The collected 
data are herein presented and addressed, and a novel pathway for 
NOx storage that implies the direct uptake of NO in the presence of 
oxygen in the form of nitrites [3] at Ba sites nearby Pt will be 
presented and discussed. This adsorption route implies a proximity 
between Pt and Ba sites: therefore, in order to better elucidate the role 
of the Pt-Ba interaction on NOx storage and reduction, the adsorption 
of NOx/O2 and their subsequent reduction was then investigated over 
model Pt-Ba/Al2O3 samples with Ba loadings in the range 0-30% 
w/w. The results have also been compared with those obtained on a 
physical Pt/Al2O3-Ba/Al2O3 mixture, and a kinetic literature model 
for NOx storage over Pt-Ba/Al2O3 [4] has been adapted to our 
catalytic system in order to simulate the transient NOx adsorption 
over the different considered catalytic systems [5]. 

Finally, the results of studies aimed at a better understanding of 
the effect of the operating conditions (reaction temperature, presence 
of CO2 and/or H2O in the feed, use of H2 or C3H6 in the regeneration 
step, lengths of lean and rich steps) on the NOx adsorption/reduction 
is herein addressed and discussed.  
 
Experimental 

Catalyst preparation. The γ-alumina support was obtained by 
calcination at 700°C of a commercial alumina material (Versal 250 
from La Roche Chemicals). Pt/Al2O3 (1/100 w/w) and Ba/Al2O3 
(20/100 w/w) catalysts were prepared by incipient wetness 
impregnation of the alumina support with aqueous solutions of 
dinitrodiammine platinum (Strem Chemicals, 5% Pt in ammonium 

hydroxide) or barium acetate (Strem Chemicals, 99%). The powders 
were then dried overnight in air at 80°C and finally calcined at 500°C 
for 5 h. The Pt-Ba/Al2O3 (1/x/100 w/w) samples at different barium 
loading (5-30%) were prepared by impregnation of calcined Pt/Al2O3 
with different solutions of barium acetate.  

Characterization techniques. Absorption/transmission IR 
spectra were performed on a Perkin-Elmer FT-IR 1760-X 
spectrophotometer equipped with a Hg-Cd-Te cryo-detector, working 
in the range of wavenumbers 7200-580 cm-1 at a resolution of 2 cm-1 
(number of scans ∼60). For IR analysis powder samples were 
pelletized in self-supporting discs (10-15 mg cm-2) and placed in a 
quartz IR cell allowing thermal treatments in vacuo or in controlled 
atmosphere. Pellets were activated by heating in vacuo at 773 K 
(1023 K in some cases) subsequently in dry oxygen at the same 
temperature and cooled down in oxygen.  

Catalytic activity tests. The NOx storage-reduction capability 
of the catalyst has been investigated by transient experiments 
performed in a flow micro-reactor system equipped with a mass 
spectrometer for product analysis [3,5,6]. The dynamics of the NOx 
adsorption-reduction has been investigated by alternating rectangular 
step feed of NO or NO2 (1000 ppm) in He + 3% v/v O2 and of 
propylene (1000 ppm) or hydrogen (2000 ppm) in He, separated by a 
He purge in between. Experiments have been performed at different 
temperatures in the range 250-400°C. In each run 120 mg of catalyst 
(75-100 µm) were used and a total flow rate of 200 cm3/min STP was 
maintained in the different phases. The experiments have been 
performed in the absence and in the presence of carbon dioxide (2000 
ppm) and/or water (1%). 

 
Results and discussion  

Nature of the barium species involved in the NOx storage 
process. A conditioning procedure of the catalyst, i.e.  some storage-
reduction cycles, must be performed in order to obtain reproducible 
results [6]. Figure 1 shows the results collected during the three 
initial NOx storage cycles performed at 350°C onto a calcined Pt-
Ba(16)/Al2O3 catalyst sample after in-situ calcination in dry air at 
500°C, in terms of NOx, H2O and CO2 outlet concentration as a 
function of time. In the first NOx storage cycle (section I of Figure 1) 
upon the NO step addition at t = 0 s the NOx outlet concentration 
presents a delay of about 50 s, and then slowly increases with time 
eventually reaching the inlet concentration value. A significant 
evolution of CO2 is also monitored with a time delay about 50 s. The 
data prove that NOx is first adsorbed at BaO and then at BaCO3 (with 
release of CO2), in line with the greater basic character of the former 
site. Indeed IR analysis and XRD spectra indicate that in the fresh 
calcined catalyst sample Ba is present as Ba carbonate. The 
decomposition of part of BaCO3 during the in-situ calcination in dry 
air leads to the formation of BaO. Accordingly BaCO3 (that is 
predominant) and BaO, but not Ba(OH)2, are present on the fresh 
catalyst sample before NOx adsorption, and this explain the sequence 
observed upon NOx adsorption. In the second NOx storage run 
(section II of Figure 1), performed after reduction with diluted H2 at 
the same temperature, it appears that the time delay in the NOx outlet 
concentration is greater (250 s vs 50 s), water evolution becomes 
evident and occurs with a time delay of 150 s, CO2 evolution is 
significantly reduced and is now observed after 250 s. The data prove 
that the storage of NOx occurs first at BaO, then at Ba(OH)2 and 
finally at BaCO3, in line with the basic character of the different Ba 
adsorption sites, and that the storage at BaCO3 is of lower 
importance. 
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Figure 1.  Subsequent NOx storage runs at 350°C on the fresh Pt-
Ba(16)/γ-Al2O3 sample: NOx, H2O, CO2 outlet concentration and NO 
inlet concentration. 

 
In the third adsorption cycle (section III of Figure 1), again 

performed after reduction of the catalyst with H2 at 350 °C, the NOx 
adsorption is further enhanced and the transformation of barium 
carbonate into barium oxide and barium hydroxide is almost 
complete, so that the catalyst appears to be fully conditioned after 
three cycles. Besides water evolution is increased whereas that of 
CO2 is almost negligible because the transformation of BaCO3 into 
BaO and Ba(OH)2 has proceeded further. 

The stability order of the different Ba species involved in the 
NOx storage process reflects their increasing acid character: 

BaO < Ba(OH)2 < BaCO3 
NOx are stored on barium carbonate, barium hydroxide and 

barium oxide depending on the characteristics of the regeneration 
step. The catalytic surface is mainly constituted by barium hydroxide 
and barium oxide when the reduction run is performed using 
hydrogen as reducing agent; and it is mainly constituted by barium 
carbonate and barium oxide when the reduction run is performed 
using propylene. Obviously, the presence of other species in the feed 
gases (e.g. water and CO2) affects the features of the NOx adsorption 
by modifying the nature of the surface Ba species involved in the 
NOx storage. 

NOx adsorption mechanism. In order to achieve a complete 
qualitative and quantitative comprehension of the mechanism that 
govern the NOx adsorption phase, NO and NO2 adsorption 
experiments were carried out over model Al2O3-supported Pt-Ba, Ba 
and Pt samples. Both the FT-IR spectroscopy and the transient 
response method (TRM) were used as complementary techniques. 

Upon NO admission, small amount of NOx species are adsorbed 
on Ba/γ-Al2O3 sample, identified by IR as bidentate nitrites. On the 

other hand, on Pt-Ba/γ-Al2O3 catalyst, a higher NOx adsorption is 
observed, with formation of nitrite and in minor amounts of nitrate 
ads-species.  

Upon NO2 admission, the NOx adsorption process on the Ba/ 
and Pt-Ba/γ-Al2O3 samples is important and a simultaneous release of 
NO is evident, following a disproportionation stoichiometry: O2- + 3 
NO2 → 2 NO3

- + NO ↑. On Pt-Ba/γ-Al2O3 NO2 decomposition to NO 
and O2 is also evident, catalyzed by the Pt presence. IR spectra 
showed that on both samples NO2 is stored with formation of only 
nitrate species, mainly of ionic type.  

At variance, NO + O2 adsorption over both Ba/γ-Al2O3 and Pt-
Ba/γ-Al2O3 showed important NOx adsorption with formation of 
nitrite species at first, which then evolve to ionic and in minor extent 
bidentate nitrates. This evolution is slow and only partial on Ba/γ-
Al2O3, while nitrites are very rapidly and completely oxidized to 
nitrates in the presence of Pt. 

On this basis, the reaction pathway depicted in Scheme 1 is 
suggested for NOx adsorption over supported Pt-Ba catalysts. 
According to the proposed scheme, in the presence of NO/O2 
mixtures (the actual gases in the exhausts), NOx are stored on Ba 
neighbouring to Pt sites in the form of nitrite ad-species (step a). 
Nitrite ad-species are then progressively oxidized to nitrates, which 
are prevailing at saturation (step b). Our data point out that routes (a) 
+ (b) (“nitrite route”) occur on the binary Ba/γ-Al2O3 catalyst as well, 
although in to a negligible extent if compared to Pt-Ba/γ-Al2O3. 
Hence the presence of neighbouring Pt and Ba sites is important for 
this route.  

Pt BaO

NONO22
--

NO + O2 Al2O3

Nitrite speciesNitrite species

Pt + Ba

In parallel with the “nitrite route”, the oxidation of NO to NO2 
on Pt sites by gaseous oxygen can also occur (step c); the NO2 thus 
formed is stored on BaO directly in the form of nitrates (“nitrate 
route” = steps (c) + (d)), i.e. without the intermediacy of nitrites, 
according to a disproportionation reaction (step (d)).  

The “nitrite” and “nitrate” pathways operate simultaneously 
during the NO/O2 storage but the first one, which is responsible for 
the formation of nitrites, dominates over the disproportionation route 
since nitrites are the most abundant species before NOx breakthrough.  

Effect of Ba loading on NOx storage. Characterization 
measurements (XRD, BET surface area, H2 chemisorption) 
performed over Pt-Ba(x)/Al2O3 catalysts indicated that the addition of 
Ba affected negatively both the morphological properties and the 
noble metal dispersion for the systems with Ba loading higher than 
10%. Nevertheless, the increase in the Ba loading resulted in a strong 
increase of the NOx adsorption at breakthrough and in the 
percentages of Ba involved in the storage: a maximum value of 25% 
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Scheme 1 - NOx storage pathway 
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ca. was evaluated for the system with 23 % w/w of Ba content. As a 
matter of facts, this clearly appears in Figure 2, where the outlet NO, 
NO2 and NOx (NO+NO2) concentration curves recorded upon NO 
step addition are displayed as a function of time for the Pt-Ba(x)/γ-
Al2O3 catalysts, along with that of the NO inlet concentration. In all 
cases NO and NO2 are detected at the reactor outlet, NO2 formation 
being ascribed to the occurrence of the oxidation of NO by O2 on Pt 
sites. The dead time observed in the NOx concentration profile 
indicates that during the initial part of the pulse the NO fed to the 
reactor is completely stored on the catalyst surface. 
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Figure 2. NO, NO2 outlet concentration and NO inlet concentration vs time 
upon NO addition on the Pt-Ba(x)/γ-Al2O3 catalysts at 350°C: A) Ba(0); B) 
Ba(5); C) Ba(10); D) Ba(16); E) Ba(23) and F) Ba(30) catalysts. 

According to the “nitrite” route invoked in Scheme 1, a 
cooperative effect between Pt-Ba neighboring couples appears to be 
relevant in favoring the step-wise oxidative adsorption of NO in the 
form of nitrite-like ad-species on the Ba sites. Hence, it can be 
speculated that upon increasing the Ba loading (up to a maximum 
value) the number of Pt-Ba neighboring couples increases, along with 
the NOx stored via the “nitrite” route. Accordingly neighbors Pt-Ba 
species would favor the NOx storage process according to the 
“nitrite” pathway, thus resulting in a better utilization of the Ba 
component. 

Data also indicated that the higher the Ba content the lower was 
the NO2 concentration value at catalyst saturation, this effect being 
marked for the highest Ba loadings. This behavior can be explained 
considering that a decrease in the Pt content of the catalysts was 
associated with the Ba addition to the Pt/Al2O3 binary sample, but 
also that a masking of Pt sites is possibly occurring when the Ba 
coverage approaches and exceeds the monolayer coverage. The fact 
that the NOx storage capacity seems to be independent from the 
oxidative capability of the catalysts apparently contrasts with the NOx 
adsorption mechanism reported in the literature [4], which considers 
the oxidation of NO to NO2 as the first necessary step for the storage 
of NOx species. 

Our data were quantitatively analyzed by using a detailed 
literature kinetic model [4]. The results, discussed in [5], have shown 
that the model satisfactorily accounts for the dynamics of both NO/O2 
and NO2 adsorption over Pt-Ba/Al2O3 and on the mechanical mixture 
Pt/Al2O3 - Ba/Al2O3. However, it was also pointed out that in order to 
account for the NOx breakthrough, the model overestimates the 
oxidation of NO to NO2, i.e. is not able to account independently for 
the NOx adsorption and NO oxidation. Besides, upon adsorption of 
NO/O2 or NO2, the model foresees the formation of an unique 

intermediate species whose nature does not depend on the inlet gas 
composition. This intermediate species is then slowly transformed 
into nitrates. This result contrasts with FTIR data which showed the 
intermediacy of nitrites species in the case of NO/O2 adsorption, and 
the formation of nitrates only when starting from NO2. Work is 
currently in progress in order to gain a better adequacy of the model 
to our data, e.g. by including an additional NO adsorption pathway 
according to the above proposed nitrite route; preliminary results 
obtained in this direction seem very promising. 

Reduction of the stored NOx species. The reduction of the 
stored NOx species has been carried out over all the investigated 
systems (including the physical mixture) by step-wise addition of H2 
in He at 350°C. If one exclude the physical mixture, for all the 
investigated catalysts the stored NOx species are readily reduced to 
N2 and H2O. When the Ba content of the samples was higher than 
16%, at the end of the N2 production ammonia appears at the reactor 
outlet: accordingly these catalysts were characterized by a lower 
selectivity, which was close to 30% for the Pt-Ba(30) sample. Hence, 
the bulk of data collected evidenced that the reduction process is very 
complex and that it can lead to nitrogen and/or ammonia depending 
on the formulation and properties of the catalysts. Notably, in the 
case of the physical mixture, no reduction of the stored NOx was 
achieved: this clearly indicates that the simultaneous presence of Pt 
and Ba on the same support is required for catalyst regeneration. 

A comprehensive and detailed picture explaining the mechanism 
of the reduction process and in particular of its selectivity is currently 
under investigation in our laboratories 

Effect of the operating conditions on the storage of NOx. 
Reaction temperature - The storage of NOx in the presence of 3% 
oxygen over the fully conditioned Pt-Ba(16)/γ-Al2O3 sample has been 
investigated in a wide temperature range, extending from 200°C to 
400°C. In all cases H2 was used in the regeneration step, hence BaO 
and Ba(OH)2 are the Ba sites involved in the NOx storage, as 
discussed above. 

On increasing the temperature up to 400°C a maximum in the 
NOx breakthrough was observed at 350 °C. In all cases, after 
breakthrough the NOx outlet concentration increased and approached 
asymptotically the NO inlet concentration value. During NOx storage 
a small amount of water was released indicating that the adsorption 
of NOx species occurs on BaO and on Ba(OH)2 sites, leading to 
formation of nitrites and nitrates species according to reaction 
pathway in Scheme 1. 

Calculations showed that considerable amounts of NOx are 
stored onto the Pt-Ba/γ-Al2O3 catalyst during the storage, up to 0.58 
mmoles/g catalyst at 300°C. The corresponding % Ba involved up to 
catalyst saturation was roughly 24%; the % Ba that was involved up 
to the NOx breakthrough was significantly lower at any temperature, 
and increased with temperature up to about 14% at 300°C, at which 
temperature it levels off. Based on the amounts of water which was 
released, it can be estimated that the relative amounts of Ba(OH)2 
involved in the NOx storage process was large (≅ 50-60%) at low 
temperature but diminished significantly with temperature (down to 
10-15%), as expected.  

CO2 presence - The influence of 0.3% CO2 on the NOx storage 
was investigated in the range 150-400°C. Due to the presence of CO2, 
BaCO3 was the most abundant barium-species present at the catalyst 
surface. At any temperature the NOx breakthrough was remarkably 
reduced in the presence of 0.3% CO2, as observed in Figure 3 where 
the comparison was made for a temperature of 300 °C. Notably, i) no 
water was released upon NOx storage but only CO2; ii) no delay was 
observed in the evolution of CO2, suggesting that the catalyst surface 
was fully carbonated. The shorter time delay in the NOx breakthrough 
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and the slower rise of the NOx concentration can be ascribed to lower 
reactivity of BaCO3 towards NO with respect to BaO and Ba(OH)2. 

Accordingly, the net amount of NOx that was stored was 
significantly lower than in the absence of CO2 and was twice the net 
amount of CO2 that was released from the catalyst. Notably, the 
effect of CO2 was much more relevant on the amounts of NOx which 
are stored up to NOx breakthrough rather than up to saturation. 

H2O presence - The presence of water in the feed gas during the 
NOx storage was studied in the range 150-400°C over the Pt-
Ba(16)/γ-Al2O3 catalyst. Data indicated that the storage of NOx was 
always accompanied by a simultaneous release of water (without 
dead time), suggesting that the adsorption of NOx occurs primarily on 
Ba(OH)2 sites. Besides a striking effect of water was the increase at 
low temperature and a decrease at high temperature of the time delay 
of NOx outlet concentration. It seems that water has a promoting 
action at low temperature and a negative effect at high temperature 
on the reactions involved in the NOx storage process.  

Nature of the reducing agent – As previously shown, the NOx 
storage was affected by the nature of the Ba sites (BaO, Ba(OH)2 or 
BaCO3) involved in the process. N2 and H2O are formed upon 
regeneration of the adsorbed NOx species with hydrogen whereas N2, 
CO2 and H2O are released when propylene is used as reducing agent: 
accordingly it was expected that different Ba species are formed on 
the catalyst surface during regeneration (i.e. BaO / Ba(OH)2 in the 
case of H2,  BaO / Ba(OH)2 / BaCO3in the case of propylene) thus 
affecting the subsequent NOx storage process. 

The results obtained at 300 and 350 °C over the Pt-Ba(16)/γ-
Al2O3 sample when propylene or hydrogen are used as reducing 
agents show that at both temperatures the NOx breakthrough was 
lowered when the regeneration was carried out with propylene. This 
is likely related to the fact that less active BaCO3 species are left on 
the catalyst after regeneration with propylene. On the other hand, if 
NOx adsorption is carried out in the presence of CO2, similar results 
are obtained after propylene and hydrogen regeneration, because in 
both cases the NOx storage occurs on BaCO3 sites.  

Lean-rich cycles. In order to further investigate the catalytic 
performances of Pt-Ba/Al2O3 catalyst in more representative 
conditions, lean-rich experiments have been performed in which the 
lengths of both the lean and the rich phases have been changed, and 
the effects of these variations on the efficiency and selectivity in the 
removal of NOx have been analyzed. Lean-rich cycles have been 
carried out using stoichiometric and over-stoichiometric conditions: 
stoichiometric conditions are those in which the theoretical amount of 

reducing agent is used to remove adsorbed NOx according to the 
stoichiometry: Ba(NO3)2 + 5H2 → BaO + N2 + 5H2O.  
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In the case of stoichiometric conditions, NOx adsorption was 
carried out up to breakthrough (200 sec), estimated from a fully 
regenerated catalyst.  Upon cycling the catalyst, the NO breakthrough 
progressively decreases from 200 s to 185 s. At this point the NOx 
breakthrough was always observed at 185 s. Since the adsorption 
phase has been maintained for 200 s, NOx are observed at the reactor 
outlet during the lean phase; in addition, NO was detected during the 
reduction phase. No H2 slip was observed during the rich phase. 

When the lean-rich NOx cycles were performed with an over-
stoichiometric rich phase (i.e. when the reduction time is increased by 
10% with respect to the stoichiometric one) the NO breakthrough 
time was found to be always constant (ca.200 sec). In this case, NO 
production (300ppm) was observed only during the reduction phase, 
pointing out that or the reduction of adsorbed species is not totally 
selective to N2 and/or that a thermal decomposition of  surface 
nitrates takes place, due the to exothermic reduction reactions. 
Furthermore, in these conditions H2 slip is observed. 

Figure 3.  Storage of NOx at 300°C over Pt-Ba(16)/γ-Al2O3 in the 
absence (dashed line) and in the presence (solid line) of CO2: NOx 
and CO2 reactor outlet concentration 

Lean-rich NOx cycles have also been performed progressively 
reducing the adsorption time (NOx breakthrough, ¾ of NOx 
breakthrough, ½ of NOx breakthrough) and keeping an over-
stoichiometric rich phase. In all cases, NO is never observed during 
the storage phase, being performed before breakthrough; furthermore, 
on decreasing the storage time, the amount of NO produced during 
the reduction phase decreases as well. In particular, when the storage 
phase length corresponds to half of the NOx breakthrough, no NOx 
are evolved during both the lean and the rich phase. Accordingly, the 
NOx abatement efficiency (i.e. NOx reduced / NOx fed to the reactor) 
increases by decreasing the storage period, approaching the 100% 
when the storage phase is ½ of NOx breakthrough.  

The bulk of the collected data indicated that the catalytic 
performances of the catalysts strongly depends on the length of both 
lean and rich periods. In particular, by maintaining the NOx 
adsorption phase at or slightly below breakthrough, NO production is 
observed only during the regeneration period. This can be ascribed to 
a thermal desorption of the adsorbed species and/or to a not selective 
reduction process. On the other hand, when the storage is limited, 
complete NOx abatement efficiency is achieved. It can be speculated 
that when the lean phase is short, below NOx breakthrough, NOx are 
adsorbed at Ba sites neighbor to Pt and are more selectively reduced. 
Work is presently ongoing to check the mechanism of the reduction 
process, particularly addressing selectivity. 
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Introduction 

Internal combustion engines operating under lean-burn 
conditions exhibit high fuel efficiency.  Removal of harmful NOx 
gases from the exhaust in the presence of excess oxygen, however, 
presents a great challenge to the catalysis community.  Traditional 
three-way catalysts are ineffective under these conditions.  
Therefore, new approaches toward NOx reduction have been sought 
in the last decade.  Urea selective catalytic reduction (SCR), plasma 
assisted NOx reduction, and NOx storage/reduction (NSR) are three 
promising technologies for diesel emission control.   

In the NSR technology, an active oxides (alkaline and alkaline 
earth) material takes up NOx under lean engine operation conditions 
and stores them as nitrates [1].  In a brief rich cycle these nitrates are 
released form the active oxide catalyst component, and reduced to N2 
on the precious metal component, almost exclusively Pt.  The 
precious metal also plays a key role in the storage cycle as well; it 
converts NO to NO2 that, in turn, can adsorb on the active oxide 
component.  The most commonly used catalyst in this technology is 
Pt/BaO/Al2O3.   Both the uptake and release of NOx have been 
extensively studied on these BaO-based systems.  Although the NOx 
uptake mechanism is fairly well understood today [2-6], the nature of 
the nitrate species formed is poorly characterized.  For instance, it 
has been reported that during temperature programmed desorption 
(TPD) two distinct  NOx features appear.  At lower temperature the 
only desorbing species was NO2, while at higher temperature NO+O2 
were seen to desorb.  The origin of these two desorption features has 
not been discussed unambiguously.   

Here we report the results of our multi-spectroscopy study in 
which we set out to understand the nature of different nitrate species 
formed during NO2 uptake on BaO/Al2O3 NOx storage materials.  To 
this end, we investigated NO2 adsorption and desorption on Al2O3, 
8wt%-, and 20wt%-BaO/Al2O3 catalysts using FTIR, TPD, 15N solid 
state NMR spectroscopies.  We also followed the changes in catalyst 
morphology during these processes using time resolved XRD (TR-
XRD) and TEM. 
 
Experimental 

BaO/Al2O3 catalysts were prepared by incipient wetness of γ-
Al2O3 (200 m2/g) with an aqueous Ba(NO3)2 solution.   Prior to 
adsorption studies the samples were calcined at 773K in air flow in 
order to decompose the nitrates and form the active oxide phase.  For 
FTIR and TPD experiments the powder catalyst sample was pressed 
onto a tungsten mesh, which, in turn, was attached to a copper 
sample holder assembly.  This sample mounting allowed us to heat 
the sample resistively to ~1000K.  The IR cell consists of a 2 ¾” 
stainless cube with CaF2 windows, and is connected to a gas handling 
manifold, pumping station, and a mass spectrometer (UTI 100C).  A 
Mattson Research Series FTIR spectrometer was used throughout the 
study, operated at 4 cm-1 resolution, and each spectrum collected was 
the average of 64 scans.  Prior to acquiring an IR spectrum a 
background spectrum was recorded with the catalyst sample in the IR 
beam to eliminate the contribution of the oxide materials. TPD 
experiments were carried in two different systems: in the IR cell, and 

in a flow through reactor.  Desorbed NOx species were followed 
either by a mass spectrometer (IR cell) or by a chemiluminescence 
NOx analyzer (flow through cell). 

15N solid-state NMR spectra were acquired on a 
Varian/Chemagnetics CMX Infinity 300 MHz instrument,  equipped 
with a Varian/Chemagnetics 7.5 mm HX MAS probe operating at a 
spectral frequency of 30.40651 MHz.  In the in-situ NMR cell 0.5 g 
of catalyst sample was pretreated under vacuum (<1x10-7 torr) at 
773K for 2 hrs.  NO2 saturation of the samples was conducted at 
673K.  The NO2 saturated samples were transferred into the gas-tight 
rotor (7.5 mm O.D.) for solid state 15N-NMR measurements. All 15N 
NMR spectra were externally referenced to 15N-ammonium chloride 
at 0 ppm.  All spectra were obtained spinning at 5 kHz and using a 10 
seconds recycle delay. 

The TR-XRD experiments were carried out at the beam line 
X7B of the National Synchrotron Light Source (NSLS), at 
Brookhaven National Laboratory.  In these experiments the 
decomposition of the Ba(NO3)2 phase in the as-prepared catalysts, as 
well as the formation and decomposition of nitrate species upon NO2 
uptake and release were followed. 
 
Results and Discussion 

TEM images of the as-prepared Ba(NO3)2/Al2O3 show the 
presence of large Ba(NO3)2 crystallites on the Al2O3 support.  EDS 
analysis revealed that the Ba distribution was uneven on the alumina 
support; there were Ba-rich regions (where the Ba(NO3)2 particles 
reside) and Ba-free areas.  XRD pattern recorded from this material 
also indicated the presence of large crystals of Ba(NO3)2.  TR-XRD 
analysis suggested that the average particle size of the Ba(NO3)2 
crystals remained constant until the sudden disappearance of the 
Ba(NO3)2 phase.  TEM images from 8wt%-, and 20wt%-BaO/Al2O3 
showed no BaO particles on the alumina support, and the evenly 
distributed BaO phase was confirmed by EDS measurements.  The 
morphologies of the two Ba-containing materials were identical to 
that of the alumina support.  TR-XRD results indicated that some of 
the BaO was present as nano particles.  When these BaO/Al2O3 
samples were exposed to NO2 at 300K, the formation of nano-sized 
(~5nm) Ba(NO3)2 crystals were seen.   Heating the sample in NO2 
flow to 573K resulted in the formation of large Ba(NO3)2 crystallites 
(~15nm).   

TPD spectra acquired in the flow through reactor form the 
Al2O3, 8wt%-, and 20wt%-BaO/Al2O3 following NO2 adsorption 
show in Fig. 1.  A broad NO2 desorption feature is seen from the 
alumina support in the 500-800K temperature range.  In the TPD 
spectrum from the 8wt%-BaO/Al2O3 sample two desorption features 
can be distinguished: a low temperature NO2 peak, and a high 
temperature NO feature.  This high temperature NO desorption 
feature is always accompanied by an O2 feature, suggesting that in 
this range the nitrates formed in the NO2 uptake cycle decompose as 
NO+O2.  The same two desorption features are observed on the 
20wt%-BaO/Al2O3 system, however, the intensity ratio of these two 
features is very different from that seen for the 8wt%-BaO/Al2O3.  
Based on the morphology changes discussed above, and the IR an 
NMR results we will discuss next, we propose that the lower 
temperature peak (NO2) in TPD represents desorption of surface 
nitrates formed on a monolayer of BaO interacting strongly with the 
underlying Al2O3 support.  BaO present on the support in excess of a 
monolayer forms bulk-like Ba(NO3)2 crystallites and decomposes as 
NO+O2 similarly to unsupported Ba(NO3)2.  This proposal is 
supported by the observation that the integrated area under the lower 
temperature desorption peak is directly proportional to the surface 
area of the catalyst.   
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Figure 1.  TPD spectra form Al2O3, 8wt%, and 20wt% BaO/ Al2O3 after 
NO2 saturation at 300K. 

 
The existence of different nitrate species on these BaO/Al2O3 

samples is further supported by the results of our FTIR and 15N SS 
NMR studies.  IR spectra obtained after NO2 adsorption at both 
300K and 673K on Al2O3, 8wt%-, and 20wt%-BaO/Al2O3 catalysts 
are displayed in Fig. 2.  In agreement with the results of previous 
studies [2-6] both bridging bidentate (1300 and 1575 cm-1) (surface) 
and ionic (1300 and 1420-1480 cm-1) (bulk-like) nitrates are formed 
on both BaO-containing catalysts.  The relative intensities of these 
two features, however, are vastly different on the two samples.  On 
8wt%-BaO/Al2O3 the intensity of the surface nitrate features are 
much higher than that of the bulk nitrates.  It is also evident that at 
this low BaO coverage not the entire Al2O3 surface is covered with 
BaO, while in the case of the 20wt% sample no NO2 adsorption on 
the alumina support is seen.  Heating the samples to 673K in the 
presence of NO2 does not affect the IR spectrum of Al2O3, while 
changes in the IR spectra of the BaO-containing samples are evident.  
On the 8wt%- BaO/Al2O3 the intensities of the surface nitrates 
increase, while those of the bulk nitrates decrease, suggesting some 
redistribution of the Ba(NO3)2 phase on the alumina support at high 
temperatures.  On the 20wt% sample we see changes in much smaller 
extent: the intensities of the surface nitrate peaks decrease, while 
those of the bulk nitrates increase as we form larger Ba(NO3)2 
particles at higher NO2 uptake temperatures.  
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Figure 2.  IR spectra from Al2O3, 8wt%, and 20wt% BaO/ Al2O3 after NO2 
adsorption at 300K (solid lines), and 673K (open circles). 

15N solid state NMR spectra obtained form the three samples are 
shown in Fig. 3.  On Al2O3 only one broad peak is seen at 313ppm.  
We assign this feature to surface nitrates on the Al2O3 support.  The 
broadness of this peak shows the heterogeneity of the adsorption sites 
on this support.  On 8wt%-BaO/Al2O3 three distinct features are seen 
in the NMR spectra: at 313, 337, and 340.5ppm chemical shifts.  The 
presence of the 313ppm feature shows that the alumina support is not 
fully covered by BaO, and available for NO2 adsoprtion.  The two 
features at higher chemical shifts can be assigned to nitrates [7,8], 
specifically to surface (337ppm) and bulk (340.5ppm) nitrates.  
Increasing the BaO content of the catalyst to 20wt% results in a large 
increase in the intensity of the bulk nitrate feature, while the surface 
nitrate peak is very similar to that of the 8wt% sample.  Also, on the 
20wt%-BaO/Al2O3 catalyst no alumina surface is available for NO2 
adsorption as it is completely covered with BaO.   
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Figure 3.  15N solid state NMR spectra form Al2O3, 8wt%, and 20wt% BaO/ 
Al2O3 after NO2 saturation 673K. 
 
Conclusions 

The results of this multi spectroscopic study clearly show the 
formation of a monolayer BaO on the alumina support during 
catalyst preparation.  This film adsorbs NO2 in a bridging bidentate 
configuration, and releases NOx as NO2.  As the concentration of 
BaO exceed that of a monolayer, BaO particles form. These particles 
are then converted to bulk-like Ba(NO3)2 upon NO2 adsorption and 
release NOx as NO+O2 during temperature programmed desorption.   
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Introduction 
 Emissions abatement strategies for lean burn engines are 
challenging, because of the need to reduce NOx in the excess of 
oxygen that exists in lean burn exhaust1.  Various types of deNOx 
catalysts are under consideration2-6.  Critically important is the 
acidity of the support.  Acidity favors the formation of N2 over 
N2O, another green house gas, yet carbon deposition deactivates 
the catalyst if there are too many acid sites7. 
 Gallium-exchanged zeolites have been reported to be 
very active in the selective catalytic reduction (SCR) with high 
selectivity for the formation of N2

8.  They are diamagnetic which 
makes these systems suitable for study by NMR techniques.  We 
attempt to understand the role of the gallium (III) ions in Ga-
exchanged ferrierites in the SCR reduction of NOx with ammonia 
under flow conditions using 15N NMR spectroscopy.  In addition, 
we exploit the sensitivity of the 15N NMR chemical shift of 
ammonia to probe the acidity of the ferrierites. 
 
Experimental 
 Zeolite ferrierite was obtained from Tosoh (TOS) and 
Zeolyst (ZEO).  The gallium-exchanged samples were prepared by 
ion-exchange from the ammonium form of the parent zeolites.  An 
aqueous solution of gallium (III) nitrate was mixed with 
ammonium-ferrierite.  The solution was stirred at room temperature 
for two days. After 24 hours, the solids were isolated from the 
solution by centrifugation, and fresh gallium solution was added 
for an additional period of 24 hours.  The solids were again isolated 
and washed repeatedly by centrifugation, dried and calcined at 
400-500ºC.  Elemental analysis and sample identifications for the 
ferrierite catalysts are summarized in Table 1. 
 
            Table 1.  Elemental Analysis of Ferrierite Sample. 

 
Sample ID ZEO ZEO-Ga TOS TOS-Ga 

Sample 
Description 

Zeolyst Zeolyst/Ga Tosoh Tosoh/Ga 

Ga (wt%)  0.47  0.76 
K (wt%) 0.0141 <0.09 4.165 4.81 
Na (wt%) 0.0282 0.027 0.6012 0.21 
Si/Al ratio 10  7.3  
Al/Fe ratio 231  112  

 
 The NMR data were acquired on an Apollo 
(Tecmag)/MSL-400 (Bruker) NMR spectrometer operating at a 
Larmor frequency of 40.545 MHz for 15N.  The samples in NMR 
tubes were heated for 12 hours at 400ºC under vacuum and then 
exposed to 0.1 MPa 15N labeled NH3.  NMR data were acquired 
directly after the gas was loaded.  Then, the samples were heated to 
300ºC over a period of 30 min, kept at this temperature for 30 min, 
quenched, and analyzed by NMR at ambient temperature.  
Consecutive heating cycles were repeated up to a total heating time 
of 2 hours. 
 For the in situ experiments, the catalyst was loaded into a 
U-shaped NMR tube and heated under a flow of helium for 12 

hours at 300ºC.  The reaction mixture consisted of 20% NH3 and 
20% NO, each in a balance of He.  The two gas mixtures were 
stored separately in stainless steel bottles so that the flow rate of 
each component could be controlled individually.  After passing 
through the calibrated flow meters, the two components were 
mixed and then admitted to the sample.  The reaction was 
monitored using 15N NMR spectroscopy. 
 It should be noted that NO is NMR inactive due to its 
paramagnetism. 
 
Results and Discussion 
 NH3 Adsorption Experiments. We used 15N NMR 
spectroscopy to monitor ammonia adsorption on the ferrierites.  
The chemical shift is indicative of the zeolite acidity.  With 
increasing acidity (both Lewis and Brønsted), the ammonia is more 
strongly bound, which leads to an increase in the 15N NMR 
chemical shift. 
 When compared to the free gas, we observed an increase 
in line width and a loss in resolution of the 15N-1H J couplings due 
to a decrease in mobility brought about by adsorption.  At ambient 
temperature, the chemical shifts may be affected by water which is 
formed in the reaction (Figure 1).  After heating, the 15N NMR 
chemical shifts for ammonia adsorbed on ZEO and ZEO-Ga, are 
the same within experimental error, while there is a significant 
difference in shifts between TOS and TOS-Ga. 
 The 15N NMR chemical shifts can be discussed in light of 
Brønsted and Lewis acidity.  The Tosoh ferrierite has fewer 
Brønsted acid sites in agreement with the presence of more K+ and 
Na+ having exchanged for H+.  The elemental analysis suggests that 
some of Na+ was exchanged with NH4

+ and subsequently Ga3+.  It 
is anticipated and has been shown that Ga exchange in the zeolite 
decreases the Brønsted and increases the Lewis acidity9.  Extra-
framework hydrated gallium, however, increases the Brønsted 
acidity due to formation of Ga-OH groups10. 
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Figure 1.  The dependence of the 15N NMR chemical shift of 
ammonia with respect to heating time at 300ºC for ZEO (●), ZEO-
Ga (○), TOS (■), TOS-Ga (□).  The pressure of ammonia is 0.1 
MPa.  The number of scans is 8000 and the recycle delay is 250 ms 
using a 90º pulse duration of 28.5 µs.  The error bars are smaller 
than the size of the symbols used. 
 
 The ammonia resonances of the ZEO samples are shifted 
downfield with respect to the TOS samples, indicating a higher 
number of acid sites of the ZEO ferrierites.  The presence of 
gallium does not affect the chemical shifts in ZEO as, on average, 
ammonia preferentially samples the stronger Brønsted binding 
sites.  In TOS, gallium increases the number of Lewis sites.  
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Therefore, the chemical shifts of 15N NMR ammonia resonances 
are shifted farther downfield, indicative of more strongly bound 
ammonia. 

In Situ Flow Experiments. In light of the catalytic 
experiments under flow conditions, we investigated the interplay 
between spin-lattice relaxation time T1 and flow rate.  Briefly, if 
the dwell time of the gas in the NMR pick-up coil region is longer 
than T1, the time constant measured in an inversion recovery 
experiment should be close to the T1 measured under static 
conditions.  If the flow rate is sufficiently high to reduce the dwell 
time below the static T1, the time constant will be smaller than the 
true T1.  Thus, a measure of the relaxation time under flow 
conditions is an indirect measure of the contact time of the gas with 
the catalyst.  In order to optimize our experimental conditions for 
maximum signal intensity, we measured the apparent T1 at 
different flow rates.  These data are summarized in Table 2.  
 
Table 2.  Time Constants of Ammonia at Different Flow Rates. 

 
Flow rate [ml/min] Time constant T1 [ms] 

10              (NH3 mixture alone) 29.4±3.1 
10          (NH3 mixture on ZEO) 29.8±1.3 
50          (NH3 mixture on ZEO) 24.6±0.4 
Static     (NH3 mixture on ZEO) 53.3±0.5 

 
 As a baseline, we also measured the apparent T1 for 20% 
NH3 in He balance in the absence of a catalyst (Figure 2).  At a 
flow rate of 10 ml/min, this time constant is significantly shorter 
(by two orders of magnitude) then the static T1 for pure ammonia 
gas at 1 atm (1.4 s).  At a cell volume of 0.5 cm3, we can estimate 
from the flow rate a dwell time of 50 ms.  This result is in 
acceptable agreement with the time constant measured of 30 ms. 
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Figure 2.  Inversion recovery of NH3 alone in the U-shaped sample 
tube at 10 ml/min.  The gas mixture contains 20% of NH3 in He 
balance. 
 
 For the NH3/He mixture in the presence of the catalyst, 
we measured a static T1 of 50 ms.  At a flow rate of 10 ml/min, this 
time constant is reduced to 30 ms, the same value that was 
observed without a catalyst (Figure 3).  This strongly indicates that 
the ammonia is rapidly exchanging with the gas phase and easily 
swept out of the coil region.  At an increased flow rate of 50 
ml/min, the time constant is further reduced.  For an empty sample 
tube, the dwell time should be reduced to 10 ms.  The observed 

change is much less dramatic, indicating binding to the surface 
sites. 
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Figure 3.  Inversion recovery of NH3 on ZEO in U-shaped sample 
tube under static conditions (□), with flow of 10 ml/min (●), and 
with flow of 50 ml/min (x).  The gas mixture contains 20% of NH3 
in He balance. 
 
 Previous data11 showed that under batch-mode 
conditions, ZEO had the greatest catalytic activity due to its high 
acidity.  We studied the reaction of ammonia with nitric oxide on 
ZEO under flow conditions at room temperature.  First, we purged 
the catalyst with the NH3/He mixture in the U-shaped sample tube 
located inside the NMR instrument for 1 hour.  Then, the flow of 
NH3 was stopped and the NO/He mixture was allowed to flow at a 
rate of 10 ml/min.  The 15N NMR signal intensity of ammonia was 
monitored every 5 minutes.  The results are summarized in Figure 
4. 
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Figure 4.  Intensity of 15N NH3 peak with respect to time of flow 
of NO. The gas mixture contains 20% of NO in He balance. The 
space velocity is 10 ml/min. 
 
 During the first 15 min, the signal intensity was, within 
experimental error, constant, indicative of an induction period to 
allow for NO adsorption on the sample.  After 15 min, the signal 
intensity decreased as the reaction proceeded.  The reaction 
product, nitrogen gas, however, was not detected.  This is most 
likely due to the fact that the small and weakly interacting N2 
molecule (diameter of 3 Å) is swept out of the region of the NMR 
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pick-up coil by the gas flow.  A continuous decrease in ammonia 
signal intensity was observed for 60 min.  At this point, the flow of 
NO was stopped, and the gas mixture left in the now closed system.  
A spectrum acquired after 4 h showed two resonances, one for 
ammonia and one for nitrogen.  This observation confirms the 
hypothesis that the N2 is swiftly transported out of the coil region.  
When re-starting the flow of NO/He, the nitrogen signal 
disappeared once again and the ammonia signal intensity further 
decreased after an induction period of about 15 min. 

 
Conclusions 
 15N NMR of ammonia adsorbed on the zeolites provides 
a measure for the Brønsted acid strength and reveals that the ZEO 
samples have stronger binding sites than TOS.  The increase in the 
number of Lewis sites in the gallium-exchanged TOS sample is 
reflected in the downfield shift of the 15N resonance.  For ZEO, 
where a large number of Brønsted sites is available, this effect is 
not measurable. 
 It is concluded, that the ferrierite itself is sufficient for 
catalytic reduction of NOx with ammonia at room temperature.  No 
metal exchange nor increased temperature are needed.  This is in 
agreement with our previous results.  Experiments with higher 
temperatures (up to 300ºC) are currently in progress. 
 Preliminary flow studies show that nitrogen binds only 
weakly to the surface of the zeolite and is rapidly swept out of the 
catalyst region by the flowing gas.  Ammonia is more strongly 
bound to the surface than NO.  Nevertheless, exchange of adsorbed 
phase ammonia with the gas phase is occurring. 
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Abstract 

Presented here is an approach for active lean NOx catalysis and 
so-called ‘assisted’ lean catalytic processes, where the reductant is 
treated in some fashion prior to reaction over the NOx catalyst.  It 
consists of a modified lean NOx catalytic approach where diesel or 
natural gas is treated in a fuel reformer to provide highly active 
oxygenated species for NOx reduction, and this reformed mixture is 
injected into the exhaust upstream of the lean NOx catalyst to 
promote reduction.  The process employs a millisecond contact time 
reformer1 to convert either diesel or natural gas to largely syngas 
components in addition to minimal amounts of carbon dioxide.  The 
syngas is then pressurized to 200-300 psi and passed over a Cu/Zn 
catalyst at 240-280oC to form a mixture of dimethyl ether (DME), 
methanol (MeOH), hydrogen, carbon monoxide, carbon dioxide, and 
nitrogen.  This mixture is then fed into the exhaust upstream of a lean 
NOx catalyst. 

Efforts to date have focused on optimization of the three stages 
of the system:  syngas production, reductant synthesis, and lean NOx 
catalysis.  Results have shown that DME and MeOH are highly 
selective for NOx reduction in simulated exhaust streams.  Current 
efforts are examining the impact of residual syngas on lean NOx 
activity with DME-MeOH reductants.  In addition, syngas production 
and reductant synthesis are being optimized and integrated.  Progress 
on these activities will be presented in addition to developments in 
lean NOx catalysts for this system. 

 
Introduction 

The diesel engine is attractive due to its ability to deliver power 
efficiently at high load conditions, and its extended operational 
lifetime.  These attributes lead to a dominant engine in commercial 
trucking and heavy equipment.  However, the diesel engine is 
burdened with significant particulate and nitrogen oxides (NOx) 
emissions.  Engine burn strategies and passive particulate filters are 
expected to drop particulate emissions levels to below regulatory 
limits.  However, meeting future regulatory requirements for NOx 
emissions have proven to remain a significant concern.  NOx 
adsorber traps have shown promise and are simplistic in their design, 
however they are vulnerable to sulfur poisoning and the cost of the 
precious metal loading is of significant concern.  Selective catalytic 
reduction (SCR) which utilizes urea has been successfully 
demonstrated in on-board configurations, however it is burdened with 
relying on the infrastructure needed for urea distribution and 
concerns with ammonia slip still remain.  Alternative approaches 
include lean NOx catalysis & plasma-facilitated lean NOx catalysis, 
however lean NOx catalysis has not shown relatively high activity 
levels, and plasma-facilitated lean NOx catalysis suffers from high 
fuel-penalty losses. 

One approach being examined is active lean NOx catalysis and 
‘assisted’ lean NOx catalytic processes.  In this presentation, we will 
present a modified lean NOx catalytic approach where diesel or 
natural gas is treated in a fuel reformer to provide highly active 
oxygenated species for participation in the ‘assisted’ catalytic lean 
NOx reduction process. 

In the ‘assisted’ lean NOx catalytic process, NOx species 
undergo selective catalytic reduction (SCR) to N2 on the surface of an 
appropriate catalyst.  The SCR process employs a reducing agent 
(typically hydrocarbon-based) to facilitate the reduction of NOx 
species.  The effect of the active reducing agent on the NOx SCR 
process has been reported by this group1.  Results have shown that 
the appropriate reducing agent & catalyst combination can enhance 
the NOx SCR process and broaden the effective temperature range 
for the SCR process.  Current investigations of dimethyl ether (DME) 
as the active reducing agent have shown high selectivity for NOx 
reduction in simulated exhaust.  Investigations have also shown high 
activity employing methanol (MeOH) as the active reducing agent. 

The approach presented here will demonstrate progress on the 
synthesis of a DME/MeOH mixture from fuel that will be employed 
as the active reducing agent in the NOx SCR process.  A fuel 
reformer will be employed to facilitate the reformation of fuel to a 
DME/MeOH mixture in a two-step process: (1) the reforming of fuel 
to syngas, and (2) the synthesis of DME/MeOH from the syngas.  
The DME/MeOH mixture is then injected into the exhaust upstream 
of the lean NOx catalyst to promote the reduction of NOx to N2. 
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FIGURE 1. Overall schematic of the 3-stage NOx reduction process: 
includes (1) the conversion of fuel to syngas, (2) the synthesis of 
DME/MeOH from the syngas stream, and (3) the catalytic reduction 
of NOx in diesel exhaust assisted by the injection of the DME/MeOH 
mixture into the exhaust. 
 
Experimental 

Reforming of logistical fuels to hydrogen is a topic of great 
interest in automotive and fuel-cell related fields due to the large 
relative energy density of the logistical fuels and the elaborate 
distribution networks currently in place.  Steam reforming, partial 
oxidation, and autothermal conversion are approaches considered for 
the conversion of fuel to syngas.  Steam reforming (SR) has been 
shown to effectively produce high ratios of H2:CO [CnHm + nH2O  
nCO + (m/2 +n)H2].  SR is an equilibrium-based process, and the 
water-gas shift (WGS) reaction [H2O +CO  H2 + CO2] can be 
employed in the presence of excess steam to produce additional H2 at 
lower temperatures.  However SR is energy intensive as the reaction 
is largely endothermic, and SR catalysts will sulfur poison.  
Additionally, SR has the tendency to form soot when processing 
large alkanes.  However the most significant drawback for the 
application at hand is the requirement to have significant amounts of 
water available for the SR process. 

Partial oxidation (POx) is an exothermic process and requires no 
additional energy for operation [CnHm + (n/2)O2  nCO2 + (m/2 + 
n)H2].  However it does suffer from dilution effects as a result of 
using air as the oxygen source, and produces a lower H2:CO ratio in 
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respect to SR.  Due to the significant amounts of water required for 
SR, POx has been chosen as the current path forward for the 
production of syngas from fuel.  The process shown here employs a 
millisecond contact time reformer2 to convert either diesel or natural 
gas to largely syngas components in addition to minimal amounts of 
carbon dioxide. 

The POx reformer facilitates the vaporization of fuel in air and 
then passes this air-fuel mixture over a Rh-based γ-alumina catalyst 
which facilitates the fuel POx process.  Fuel vaporization is assisted 
by a fuel injector that forms a spray to create a film of fuel on the 
inside of the reactor wall.  Vaporization of fuel then takes place from 
this film in a boundary layer void of oxygen, thus avoiding 
autothermal ignition.  The Rh catalyst consists of a γ-alumina layer 
deposited onto an 80-ppi reticulated ceramic support (Hi-Tech 
Ceramics), with Rh deposited onto the γ-alumina layer via Rh-nitrate 
solution.  Blank reticulated ceramic supports are placed directly 
upstream and downstream of the catalyst for heat shielding, and a 
blank support is placed upstream from this assembly to promote 
mixing and facilitate plug flow.  Characterization of the POx product 
stream is performed with a gas chromatograph (GC) equipped with a 
thermal conductivity detector (TCD) and a mass selective detector 
(MSD). 

The catalytic chemical synthesis of DME/MeOH from syngas is 
an exothermic process that is equilibrium favored at relatively low 
temperatures (240-280oC) and relatively high pressures (200-
600psig).  Synthesis gas conversion to DME/MeOH is equilibrium 
hindered by nitrogen dilution (from the POx reaction) via a decrease 
in the partial pressure of H2 and CO.  The equilibrium calculations of 
DME & MeOH formation at various temperatures & pressures will 
be presented.  The effect of nitrogen dilution on the equilibrium 
conversion numbers will also be presented. 
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FIGURE 2. Equilibrium DME (& MeOH) production versus 
temperature from 2:1 H2/CO syngas at three (3) pressures: (□) 50 
atm, (∆) 40 atm, and (◊) 30 atm. 

 
The syngas stream produced from the fuel POx reformer is 

pressurized to 200-300 psi and passed over a Cu/Zn catalyst at 240-
280°C to form a mixture of DME, MeOH, hydrogen, carbon 
monoxide, carbon dioxide, and nitrogen3.  The current testing 
apparatus utilizes simulated syngas which is delivered via Brooks 
mass flow controllers.  The simulated syngas is pre-heated before 
entering an oil-heated catalytic reactor at the desired reaction 
pressure.  The product gas mixture from the reactor is then chilled to 
remove condensable constituents prior to analysis via an Agilent four 
(4) column micro-GC which utilizes TCD detectors. 

The performance of the NOx SCR process is characterized by 
flowing simulated exhaust with active reducing agents over powder 
catalysts packed inside a 1-inch quartz tube inside of a Thermodyne 
tubular furnace.  Steady-state NOx reduction efficiencies are 
determined by measuring the presence of NOx species before and 
after the catalyst.  NOx measurements are made via a California 
Analytical 600-HCLD chemiluminescent NOx detector  
 
Results and Discussion 

Efforts to date have focused on optimization of the three stages 
of the system: syn-gas production, reductant synthesis, and lean NOx 
catalysis.  The main variables investigated in the syngas production 
are catalyst formulation, support characteristics, carbon to oxygen 
ratios and contact times.  The main variables of reductant synthesis 
have been pressure, temperature, contact time and partial pressure 
reduction.  The variables for lean NOx catalysis have been 
temperature, catalyst formulation, reductant to NOx ratio and specific 
reductant effect.  

Results have shown that DME and MeOH are highly selective 
for NOx reduction in simulated exhaust streams.  Steady-state results 
will be shown demonstrating the effectiveness of DME as the 
reductant on undoped γ-alumina catalyst.  Steady-state results will 
also be shown investigating the effect of Ag-doping the NOx 
reduction catalysts.  Figure 3 shows the steady-state NOx reduction 
efficiency on one undoped and four (4) Ag-doped γ-alumina 
catalysts.  At 400°C using DME at C1:NOx ratio of 4 and 44000 
GHSV, undoped γ-alumina catalyst demonstrates NOx conversion 
above 70% from 400°C to 460°C and above 60% from 380°C to 
almost 500°C.  DME combustion activity appears to be too high on 
Ag-doped γ-alumina catalysts to result in significant NOx reduction, 
even at extremely low silver loading. 
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FIGURE 3.  Steady-state NOx reduction performance versus 
temperature with DME at C1:NOx ratio of 4 and 44000 GHSV on 
five (5) γ-alumina based catalysts: (○) undoped, (□) 0.0635-wt% Ag, 
(∆) 0.253-wt% Ag, (◊) 0.522-wt% Ag, and (X) 1.020-wt% Ag. 
 
Several proprietary catalyst formulations are currently being 
investigated for NOx reduction activity with DME and MeOH as 
reductants.  Specific precious metal mixtures have shown increased 
steady-state NOx reduction activity, and these results will be 
presented. 

Additional efforts are currently underway examining the impact 
of residual syngas on lean NOx activity with DME-MeOH 
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reductants.  Testing is underway investigating the effect of H2, CO, & 
syngas on the SCR of NOx.  Preliminary results indicate minimal 
effect of the presence of varying amounts of H2 & CO separately on 
the NOx reduction activity of undoped γ-alumina.  However an 
adverse effect is seen resulting from varying amounts of syngas.  
These preliminary results will be presented and discussed. 

Performance of the millisecond contact time reformer is being 
optimized for syngas production; testing is currently underway with 
n-decane.  The C:O ratio for combustion of n-decane is 0.323, and 1 
for syngas.  Thus, C:O ratios of 0.7 to 2.5 are being examined, 
resulting in catalyst operating temperatures of >1200°C to <700°C 
(respectively).  Contact times in the reformer of 6 and 12 
milliseconds are being examined.  Results have shown promise for 
syngas production from n-decane, with optimum performance 
appearing at the lower contact time and lower C:O ratios.  However 
operating temperature of the catalyst is of concern, as elevated 
temperatures (>1200°C) witnessed at lower C:O ratios can result in 
catalyst deactivation and Rh mobility.  The results of these 
investigations will be presented. 

Reductant synthesis results with varying temperatures, 
pressures, syngas ratios,  syngas compositions will be presented and 
discussed.  The effect of contact time will also be shown, with all 
results compared to thermodynamic equilibrium. 

And finally, progress on the integration of the POx reformer & 
DME/MeOH synthesis apparatus will be addressed and discussed. 
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Introduction 

The control of NOx (NO and NO2) emissions from combustion 
processes, including vehicle engines, remains a challenge particularly 
for systems operating at high air-to-fuel ratios (so-called ‘lean’ 
combustion).  The current “3-way”, precious metal-based catalytic 
converters are unable to selectively reduce NOx with reductants (e.g., 
CO and residual unburned hydrocarbon) in the presence of excess O2.  
In the last few years, worldwide environmental regulations regarding 
NOx emissions from diesel engines (inherently operated ‘lean’) have 
become significantly more stringent resulting in considerable 
research efforts to reduce NOx under the highly oxidizing engine 
operation conditions.  Urea selective catalytic reduction (SCR) and 
non-thermal plasma assisted NOx reduction have been explored as 
possible technologies.  In recent years, alkaline and alkaline earth 
oxide-based NOx storage/reduction catalysts (especially BaO/Al2O3) 
have been developed, and have shown promising activities for lean-
NOx reduction [1,2]. 

The NOx storage/reduction catalysts have dual catalytic 
functions.  One is the oxidation of NO to NO2 and its subsequent 
uptake as nitrate under lean condition, and the other is reduction of 
the released NOx under rich condition. Both of these processes are 
facilitated by a noble metal, in particular Pt.  The actual NOx storage 
material is BaO in most practical applications.  Although it is 
understood that NO2, formed on Pt, is stored on the BaO phase as 
Ba(NO3)2 and the interaction between Pt and BaO is important, the 
effect of this interaction on the reactivity is not clear [2].  In this 
presentation, we will elucidate the role of Pt and BaO components, 
and the interaction between these two constituents during the NOx 
storage/reduction process by studying Pt-BaO/Al2O3 catalysts with 
varying BaO loadings, and different Pt particle sizes. 
 
Experimental 

Materials.  A series of catalysts with different barium oxide 
loadings were prepared by conventional impregnation methods.  
First, Ba(NO3)2 was loaded by repeated incipient wetness and drying 
on a high surface area gamma-alumina (Condea, 200m2/g), followed 
by the impregnation of Pt(NH3)4(NO3)2 with the same incipient 
method and drying.  The dried samples were calcined at 500oC for 2 
hrs in flowing air, which resulted in 2wt% Pt with 2, 8, and 20wt% 
BaO supported on Al2O3. 

Reactivity Studies.  The reaction studies were carried out in a 
plug-flow quartz reactor with simulated diesel exhaust.  The NOx 
levels in the inlet (~200ppm) and outlet gases were measured with a 
chemiluminescence NOx analyzer.  The NOx conversion was defined 
as the ratio of the amount of NOx stored to the amount of inlet NOx 
during lean cycle over different time intervals (typically 4 min and 30 
min), prior to the rich cycle for 1 min. 

Characterization Methods.  The samples were characterized 
by XRD and BET.  Catalyst samples were also pressed onto a fine 
tungsten mesh, and placed into the in-situ cell used for FTIR and 

temperature-programmed desorption (TPD) studies.  The cell was 
connected to a gas handling/pumping station, and through both a leak 
and a gate valve to a mass spectrometer.  This set up allowed us to 
conduct TPD experiments (open gate valve), and to analyze the gas 
composition in the IR cell (through the leak valve). 
 
Results and Discussion 

Figure 1 shows the TEM image for different BaO samples with 
variable loading.  In spite of the significant difference in BaO 
loading, all of the samples show highly dispersed Pt clusters of less 
than 2 nm. 

 
Figure 1.  TEM image of 2%Pt/2%BaO/Al2O3 (a), 
2%Pt/8%BaO/Al2O3 (b), and 2%Pt/20%BaO/Al2O3 (c). 
 

Figure 2 shows NOx conversion at various temperatures, and 
NOx uptake profiles at 250oC for these three samples. NOx conversion 
increased with BaO loading over the whole temperature range, as did 
the time for NOx breakthrough.  However, NOx conversion for 30 min 
was not linearly proportional to the amount of barium oxide; in other 
words, the BaO portion participating in NOx storage decreased with 
barium loading.  For the case of 2%Pt/20%BaO/Al2O3 catalyst, only 
12% of the BaO was converted to barium nitrate.  This percentage of 
the participating BaO, for Pt-BaO/Al2O3 catalysts with 2 wt% and 
8wt% BaO loading, was calculated to be 68% and 40%, respectively. 
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Figure 2.  NOx conversion for 30 min and NOx uptake profiles (at 
250 oC) over Pt-BaO/Al2O3. 
 

Low BaO efficiency cannot be explained by the insufficient 
production of NO2 arising from the deactivation of Pt because all 
three samples contain nearly the same size and loading of Pt.  
However, the fact that NOx breakthrough increases with BaO loading 
may imply that the step of transferring NO2 to the neighboring 
barium sites determines the NOx uptake.  For example, it has been 
proposed that an intimate interaction between Pt and BaO is required 
for facile transfer of NO2 to BaO, this step perhaps being a key one 
for obtaining higher NOx storage. 

The availability of Pt sites was checked with CO adsorption at 
300K. On 2%Pt-8wt%BaO/Al2O3, three intense bands were observed.  
The absorption feature at 2085 cm-1 is associated with linearly 
adsorbed CO on Pt0.  The other two bands indicate the formation of 
carbonates upon CO exposure, mainly of bidentate type (bands at 
1650-1550, 1350-1250 cm-1).  There is another low intensity peak at 
2220 cm-1 which can be associated with CO chemisorbed on Al3+ 
Lewis acid sites [3,4].  This feature indicates that part of the Al2O3 

a b c

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  400



surface is available for CO adsorption.  On 2%Pt-20wt%-BaO/Al2O3, 
linear CO was also observed on Pt at 2079 cm-1.  The intensity of this 
CO band is similar on the two catalysts, indicating that the 
accessibility of Pt particles is not hindered at the higher BaO loading 
of 20wt%.  On the other hand, carbonate formation was enhanced on 
the 2%Pt-20wt%-BaO/Al2O3 catalyst which might originate from the 
higher Ba-content.  After CO adsorption, TPD experiments were 
conducted.  As the IR spectra of Figure 3 indicate, CO is very stable 
on these catalysts and higher Ba content seem to lowers the strength 
of Pt-CO binding, although the surface accessibility of Pt remains the 
same.  NO2 exposure of the COads-Pt-BaAl samples results in the 
disappearance of the CO absorption features at much lower 
temperatures (~400K), due, at least in part, to the Pt-catalyzed 
reaction between CO and NOx. 
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Figure 3.  IR spectra after CO adsorption on 2%Pt-8wt%-BaO/Al2O3 
and 2%Pt-20wt%-BaO/Al2O3 catalysts at 300K (A).  A series of IR 
spectra collected during TPD after CO adsorption on 2%Pt-8wt%-
BaO/Al2O3 (B).  The insert on (B) shows the integrated intensities of 
the CO band as a function of catalyst temperature for both materials. 
 

NO2 adsorption onto a CO pre-covered surface was carried out 
at different NO2 exposures (1, 5, and 10 Torr).  Two different types of 
nitrates were found: surface (bidentate) and bulk (ionic) nitrates.  
Using spectral deconvolution, changes in the individual absorption 
features as a function of NO2 exposure were obtained for both 
catalysts.  Increasing the amount of adsorbed NO2 the ratio between 
these two surface NOx species changed.  Monitoring the gas phase 
composition during the adsorption, NO, N2O and N2 were detected.  
FTIR spectra collected during TPD showed that surface nitrates were 
transformed to bulk nitrates as the temperature was increased.  The 
distribution of gas phase products was dependent upon the amount of 
adsorbed NO2. 
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Introduction 
 Catalytic oxidation of carbon monoxide on platinum group 
of metals has been well studied.  Supported palladium catalysts have 
shown good possibilities for low temperature CO oxidation1. Pre-
oxidized Pd/Al2O3 catalysts produced 20% CO conversion at 2100C 
and the pre-reduction did not change the catalytic activity2. The 
dependence of catalytic activity on methods of preparation, pH, 
temperature of calcination has been reported for some catalysts3, 4. 
However, systematic studies on the effect of catalyst preparation 
including the effect of drying conditions (temperature, atmosphere, 
drying rate etc) on palladium catalysts   are missing. The results of 
preliminary studies on drying atmosphere and rate are reported in this 
paper. 
 
Experimental 
 Catalyst Preparation.  Catalysts were prepared by 
adsorption of tetraaminepalladium (+2) nitrate to silica slurry. 
50grams of silica were slurried in 400ml H2O. The pH was adjusted 
to 9.5 by addition of conc. NH4OH. Separately 2gm of Pd 
(NH3)4(NO3)2 was dissolved in 50ml of H2O and added to the basic 
silica solution and stirred for 3 hours. The slurry was dried at room 
temperature in static air. This sample was then further dried in a 
microreactor in helium or oxygen atmosphere at different heating 
rates (1, 5, 100C/min). The flow rate of the drying gas was 
maintained at 50cc/min. The temperature was ramped up to 1000C at 
different drying rates, soaked at 1this temperature for 3hr and then 
calcined at 3000C for 3hr, followed by reduction in hydrogen at 
3000C for another 3hr.  
 Catalytic Activity studies.  Catalysts activities were 
studied in a fixed bed flow micro reactor. The reactor was interfaced 
through a multi-loop sample collector and an injection valve to 
analyze the effluent gases from the reactor on line by gas 
chromatography (Shimadzu 14B) using carboxen column and TC 
detector. The reacting gas (1%CO, 10% oxygen and balanced He) at 
60cc/min was passed  through the reactor containing 0.2 gm of 
catalyst and the temperature was raised up to 250ºC at 2ºC/min. The 
effluents were analyzed by GC to determine the concentrations of CO 
and CO2. 
 FTIR Spectroscopy.  A thin transparent wafer of the 
catalyst was prepared by mixing with KBr in an IR dye and press and 
place in the sample chamber of an in-situ IR cell (ISRI, Inc.). The IR 
cell was placed in the beam path of the FTIR spectrometer (Shimadzu 
Prestige 21). The catalyst wafer was pretreated in hydrogen for three 
hr at 2000C before reaction. The reacting gas (pure CO or 1% CO, 
10%O2, and balance He) was passed at a flow rate of 60cc/min and 
the temperature of the IR cell was ramped at 20C/min until 2500C.    
The transmission infrared spectra were recorded at a resolution of 
2cm-1 and 30 scans/ spectrum in the computer using IR solution 
software. The spectra were obtained in the absorbance mode after 
subtraction of the background spectrum of the catalysts disk under He 
atmosphere.  
 

Results and Discussion 
  The activities in terms of conversion at different 
temperatures for two drying rates are reported in Figure1.  The 
conversion increased by 10% with increase in drying rate at 90 and 
1100C. The influence of drying atmosphere (helium and oxygen) on 
activity is shown in Figure 2. The conversion increased by about 7% 
in oxygen atmosphere at 700C and then rapidly from 46 %( in He) to 
91 %( in oxygen) at 1100 C. The preliminary results indicate the 
noticeable effect of drying atmosphere and rate on catalyst activity 
and further detailed studies including drying temperature and flow 
rate are being continued.  
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Figure1. Effect of drying atmosphere on activity  
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Figure 2.Effect of drying rate on activity 
  
 The FTIR spectra in Figure 3 are reported for the catalyst 
dried in helium at 5°C/min. The gas phase CO is in the region (2100-
2200 cm-1). The IR peaks due to various modes of adsorbed CO 
vibrations (terminal and bridging) are in the region of 1700 -1900  
cm-1. These data are in conformity with earlier reported results5. The 
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absorbance due to gas phase CO decreased with increasing 
temperature due to oxidation. The absorbance due to CO adsorbed 
species also changed with temperature. 
 

 
Figure3. FTIR spectra  
 
Significance 
 Our results indicate that Pd/SiO2 catalyst remove 90-100% 
CO at 110-130°C. Further work on the catalyst is under progress for 
developing a low temperature catalyst for CO oxidation. 
 Acknowledgment.  This work was supported by Welch 
Foundation and Organized Research grant from Texas A&M 
University Commerce, USA. 
 
References 
1. Searles, R.A., Stud. Surf. Sci. Catal. 1998,116, 23. 
2. Maillet, T.; Solleau, C.; .Barbier Jr.; Jacques, D., Applied 

Catalysis B: Environmental 1997, 14, 885-95. 
3. Miller, J.T.; Schreier, M.; Kropf, A.a.; Ragalbuto, J.R., J. Catal., 

2004, 225,203-212. 
4. Lee, S.; Gavriilidis, A. ; Pankhurst, Q. A. ; Kyek, A. ; Wagner, 

F. E. ; Wong, P.; Yeung, K. L., J. Catal., 2001,200,298-308.   
5. Skotak, M.; Karpinski, Z.; Juszczyk, W.; Pielaszek,J.; 

Kepinski,L., Kazachkin,D.V.;  Kovalchuk,V.I.;  d’Itri,J.L., J. 
Catal., 2004, 227,11-25. 

  

Prepr. Pap.-Am. Chem. Soc., Div. Fuel Chem. 2005, 50(1),  403



K AND Pd DOPED CuMnZrO2 CATALYSTS FOR CO 
CONVESION  

 
Cheng Yang, Minggui Lin, Jiangang Chen, Wenhuai Li, Yuhan Sun∗

 
State Key Laboratory of Coal Conversion,  

Institute of Coal Chemistry, Chinese Academy of Sciences, 
Taiyuan 030001 P.R.China 

 
Introduction 

Considerable interest remains in carbon monoxide 
hydrogenation reactions for either the synthesis of hydrocarbons, 
methanol or higher alcohols. In these synthesis reactions, efforts have 
been made to limit the selectivity to methane in preference to other 
products such as alcohols or alkenes. It is widely recognized that 
higher alcohols together with methanol can be produced from syngas 
by appropriate modification of methanol synthesis catalysts and 
reaction conditions 1-2. However, such reaction conditions are hardly 
consistent with the preservation of a high dispersion of the active 
phase in conventional CuZnAl catalyst. It has been demonstrated that 
active catalyst for the synthesis of methanol can be prepared by 
dispersing Cu on ZrO2 3. The most efficient catalysts (CuMnOxZrO2, 
or CuLa2Zr2O7) for methanol synthesis have been shifted towards 
higher alcohols under mild conditions using K and FT-elements (Fe, 
Co and Ni, etc.) as promoters either in our previous work or in the 
literatures 4-6]. Palladium is also well known as an active phase for 
CO hydrogenation. Indeed, an alkalized PdZnMrZrO2 catalyst has 
been developed for methanol-isobutanol synthesis, as ZrO2 was 
claimed to be active for iso-synthesis 7. The catalyst for the process 
also requires high temperatures (>400°C) and pressures (>12 MPa) 
and produce isobutanol with relatively low productivity (<100 g/kg-
cat.h). Moreover, the addition of palladium into other metal catalysts 
can lead to a substantial improvement in catalytic properties due to its 
excellent candidates of activate hydrogen, which could then spread 
over the neighboring phases through a hydrogen-spillover mechanism. 
Thus, the modification is further made in the alkalized CuMnZrO2 
catalyst by Pd to increase the production of higher alcohols without 
simultaneously increasing unwanted methanation in this work.  
 
Experimental 

Catalysts preparation. Catalytic formulations of CuMnZrO2 
and PdCuMnZrO2 were prepared by co-precipitation in constant pH 
conditions about 10-11 using the corresponding metal nitrates as 
precursors with aqueous sodium carbonate solution, followed by 
aging, washing and drying. Alkalization was carried out by wetness 
impregnation K2CO3 with the precipitates, and then the samples were 
calcined at 350℃ for 4 h under air. The prepared catalysts were 
denoted as K-CMZ and K-PCMZ. Another Pd doped catalyst named 
K-P-CMZ was prepared by successive impregnating of CuMnZrO2 
with aqueous Pd(NO3)2 and K2CO3, and then the samples were dried 
and  calcinatin in each step as above. The real metal content in the 
prepared K and Pd doped CuMnZrO2 catalyst analyzed by ICP was 
as follows: K(3.4wt%), Pd(0.91wt%), Cu(18.5wt%), Mn(7.1wt%), 
Zr(42.6wt%).  

Catalytic activities test.  CO hydrogenation tests were carried 
out using a stainless steel fixed-bed reactor, which contained 1.0ml 
catalyst. All the catalysts were reduced in H2 (5% in N2) flow at 300
℃  and atmospheric pressure for 6 hr before syngas exposure. 
Shimazu-8A GC was used to analyze the products. H2, CO, CH4 and 
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CO2 were determined by thermal conductivity detector (TCD) 
equipped with a TDX-101 column. The water and methanol in liquids 
were also detected by TCD with a GDX-401 column. The alcohols 
and hydrocarbons were analyzed by flame ionization detector (FID) 
with a Propake-Q column. 

 
Results and Discussion 
 
 
 
 
 

 

 

 

 
 

 
 

 

 
 
 
Figure 1. The activity and selectivity of K and Pd modified 
CuMnZrO2 catalysts for CO hydrogenation 
Reaction conditions: P=12.0 MPa, T=3400C, GHSV=10000 h-1, 
H2/CO (molar)=1.0: 1 
 

K was usually used as a promoter for methanol synthesis shifted 
towards higher alcohols. As shown in Figure 1, K-CMZ catalyst 
showed a relatively high activity for CO hydrogenation at the 
reaction conditions. The space-time-yield of alcohols was about 0.66 
g/ml-cat.h with the content of C2+OH about 20wt%. Unlike that of 
methanol synthesis under mild reaction conditions, the selectivity of 
alcohol in the products was only 42.4% because amount of 
hydrocarbons (mainly CH4, see Figure 2)) and CO2 was formed. 
Apparently, the activity was remarkably promoted by Pd addition to 
K-CMZ catalyst. Though the selectivity of alcohols was slightly 
increased, their space-time yields and the content of C2+OH were 
both remarkably improved. This might due to Pd as an excellent 
candidate of activate hydrogen, which could spread over the 
neighboring phases through a hydrogen-spillover mechanism, then 
improved the rate of carbon hydrogenation. Unfortunately, the 
selectivity of hydrocarbons was also increased either on K-P-CMZ or 
K-PCMZ catalyst, though the production of CO2 was effectively 
suppressed.  
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Figure 2. Distributions of 
hydrocarbon products over K 
and Pd doped CuMnZrO2 
catalysts.  
P=12.0 MPa, T=3400C, 
GHSV=10000 h-1, H2/CO =1.0. 
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Table 1. The catalytic performance of K-PCMZ catalyst for CO hydrogenation at virous temperatures. 
CO conv. 
(mol%) Selectivity (C-mol%) Alcohol distribution (wt%) Reaction temp. 

 (ºC)  CHx CO2 ROH 

Alcohol yield 
(g/ml.h) C1OH C2 OH C3 OH C4 OH C5+ OH 

       320 26.5 37.3 11.0 51.7 0.81 88.4 4.80 3.06 2.93 0.82 

340 29.3 40.8 14.8 44.4 0.75 81.9 6.32 5.15 4.75 1.89 

355 22.6 41.9 20.4 37.7 0.41 71.3 7.92 8.44 8.33 4.16 

Reaction conditions: P=12.0 MPa, GHSV=10000 h-1, H2/CO (molar)=1.0: 1 
 

Interestingly, it was found that the distribution of hydrocarbons 
on K-PCMZ was distinctive with that on K-P-CMZ catalyst (see 
Figure 2). The quantity of methane produced on K-PCMZ was less 
than 5wt%, and the C4 hydrocarbons were the main gas-phase 
product with iso-butylene above 80wt%. But the hydrocarbon 
products over K-P-CMZ were mainly methane as same as that on K-
CMZ catalyst. This results suggested that the doped manner of Pd in 
CuMnZrO2 greatly changed the active site for CO conversion, which 
will be discussed elsewhere.  

Table 1 gave the results of CO hydrogenation over K-PCMZ 
catalyst at different temperatures. The liquid products were mainly 
alcohols with a small amount of water and oils. The space-time yield 
of alcohols decreased with the rising of reaction temperatures as 
amount of CO2 produced, but the content of higher alcohols (C2+OH) 
in the liquid-phase increased, which reached about 30% at 355ºC. 
Hydrocarbons (mainly C4 iso-butylene) were also facile to be 
produced over the catalyst with the selectivity of about 40%.  
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Figure 3. The Schulz-Flory-Anderson plots for the distributions of 
alcohols and hydrocarbons,(Date derived from CO hydrogenation 
over K-PCMZ catalyst at 340ºC.) 

 
Although several mechanisms had been proposed for either 

higher alcohols or iso-butylene synthesis from CO hydrogenation, 
there was still controversy regarding the detailed reactions 8,9. It was 
promised that the modifications of the catalyst composition and the 
reaction conditions greatly influenced the products of CO 
hydrogenation reaction. It could be seen that the distribution of 
hydrocarbons obtained from the developed catalyst and process did 
not obey the conventional Schulz-Flory-Anderson role for the F-T 
reaction (see Figure. 3). A discontinuity at C4 was observed for iso-
synthesis. For the distribution of alcohols, methanol was distinctive 
deviation from the ASF plot, and a little higher of C4 due to the 
branched alcohols included. This was in line with the results of the 

synthesis of higher alcohols over alkalized methanol synthesis 
catalyst. 
 
Conclusions 

A catalyst for CO hydrogenation reactions and the process 
involving in mixed alcohols synthesis and isosynthesis for coal or 
natural gas conversion via lean hdydrogen syngas had been 
developed. These produced a single-phase liquid product of C1 to C5 
alcohols with iso-butylene as the main gas-phase hydrocarbon 
product The space-time-yield of mixed alcohols and iso-butylene 
were high, and the operating conditions were less severe than the 
priors.  
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Introduction 

Co/SiO2 catalysts were widely investigated with regards to 
conversion of natural gas into clean liquid fuels. The metal dispersion 
of Co/SiO2 catalysts was determined by either the support porosity or 
the preparation parameters. For instance, Khodakov [1] showed that 
the dispersion and reducibility of Co/MCM-41 was dependent on the 
porosity. Van Steen [2] reported that the solvent category, the cobalt 
precursor modified the cobalt structure.  

The catalysts structure was tentatively correlated with the 
performance of cobalt catalysts in FT synthesis. Iglesia [3] showed 
that the TOF was invariable no matter what the support or dispersion 
was. Similarly, Ho [4] found TOF of Co was independent of Co 
dispersion or surface texture if the surface contamination was 
avoided and the degree of reduction was hold to certain degree. 
Nonetheless, the relationship between structure and selectivity was 
controversial. Reuel [5] suggested that the product selectivity was a 
function of the dispersion as well as the extent of reduction. 
Khodakov [1] observed that the small Co species located in narrow 
pores yielded higher CH4 selectivity than larger cobalt particles did. 
Besides, Anderson [6] proposed that the diffusion constants of H2 and 
CO in wax-filled pore made the difference in selectivity. Iglesia [7] 
taught that the alpha-olefin re-adsorption was essential to change of 
hydrocarbon distribution.  

In the work, several Co/SiO2 catalysts with well-defined 
structure were studied in FT synthesis. The structure was correlated 
with the CH4 yield or C2

+ yield rather than with CO conversion or 
CH4 selectivity. To our surprise, it was found that the CH4 was 
formed non-selectively on total cobalt whereas the C2

+ hydrocarbon 
was merely formed on reduced cobalt. The active phase of dual sites 
was thus proposed. 
 
Experimental 

The silica supports were prepared by hydrolysis of 
tetraethylorthosilicate and the control of silica porosity was realized 
by tuning the pH value of the gel process. The gel is dried at 393K 
and calcined at 773K.The Co/SiO2 catalysts were prepared by 
incipient wetness impregnation with aqueous cobalt nitrate, followed 
by drying at 393K and calcined at 673K.  

The content of cobalt and possible impurities were measured with 
Ion Coupled Plasma (ICP). The BET surface area, pore volume and 
average pore diameter was derived by N2 physisorption with an 
automated Micromeritics ASAP2010 system. XRD was taken in a 
Dmax-γA diffractometer operating at 40kV, 100mA. The scan was 
taken in the range of 35-38° at a speed of 0.125o/min and the NaCl 
standard was used as a reference substance. TPR was performed with 
a catalyst loading of 40mg at a heating rate of 10K/min in H2/Ar (5% 
vol.). The selection of experimental parameters satisfied the criterion 
of βS0/FC0 ≤15K (where S0 is the amount of reducible species in the 
sample, FC0 is the hydrogen feed to the reactor and β is the heating 
rate) to achieve high resolution of peaks. The H2 consumption was 
monitored with TCD. The extent of reduction was measured with 
pulse O2 titration at 673K. The O2 uptake was quantified by rating the 
GC-MS area with a pulse loop of known volume.  

The performance of catalysts was evaluated in a pressured fixed-
bed reactor. The FT synthesis was carried out at 2MPa, 2000h-1, 
H2/CO ratio of 2 and a temperature range from 463 to 493K. The 
products were collected with a hot trap and a cold trap in sequence. 
The gaseous effluent was analyzed by two on-line GC-8A 
chromatographs. The liquid was analyzed with a GC-920 
chromatograph equipped with OV-101 capillary column. The carbon 
balance and mass balance was 100±3%. 
 
Results and Discussion 

ICP showed that Na or S impuritys, which usually presented in 
commercial silica, were not detected in the silica. The density of 
surface silanol was measured with TG in the flow of inert gas, and 
the density was almost a constant value, e.g. 4.5 per square 
nanometer. The acidic property of silanol was evaluated by 
monitoring the pH value of slurry consisting of distilled water and 
silica powder. It was shown that the silanol was neutral in spite of 
adopting ammonia in silica preparation. In summary, the surface 
property of the silica was homogenous, apparently due to the same 
preparation route. N2 adsorption showed that the pore diameter of 
silica increased gradually and the specific surface area decreased in 
the sequence from Si(1) to Si(7) (see Table 1). Hence, such silica 
provided a window to study the influence of silica porosity on 
structure and performance of Co/SiO2 catalysts.  

The metal loading in the catalysts was determined by ICP and 
the Co loading was about 12%. In XRD pattern, only diffraction 
peaks assigned to Co3O4 were observed. By calculating the width of 
peak of 311 crystal plane and applying Scherrer equations, the size of 
Co3O4 in calcined catalyst was calculated. As shown in Table 1, the 
Co3O4 size decreased monotonously as the function of pore size. 
Such a relationship was well stated in impregnated metal catalysts 
[2,8]. In TPR profiles, there were four element peaks after  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
deconvolution. The fixed location of those peaks suggested that there 
were four Co-containing species in Co/SiO2 catalysts. However, the 
ratio of the species changed as the silica pore size increased, with the 
low-temperature peaks (547, 588K) enlarging at expense of high 
temperature peaks (700, 950K). It was commonly accepted that the 
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Figure 1. The TPR profiles of several Co/SiO2 catalysts
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twin peaks at low temperature were stepwise reduction of Co3O4 [9], 
the peak at 700K was cobalt oxide interacting with support, and the 
highest was cobalt silicate or hydrated cobalt silicate [1]. So, a large 
amount of cobalt silicate was formed in narrow-pore silica supported 
Co/SiO2 catalysts. Since no diffraction peak of this species was 
discerned in XRD, it was speculated that the species was highly 
amorphous. The extent of reduction of the catalysts was determined 
by the titration of O2 at 673K (see Table1). The reduction degree 
increased with the increase of pore diameter. All this suggested that 
the dispersion and reducibility were intervened each other, and both 
of them could be correlated with the amount of silicate-like species.   
 
 Table 1. The structural and kinetic constants of Co/SiO2 catalysts 

a: measured by line broadening method of XRD 
b: measured with O2 titration at 673K 
c: CO+H2—CH4+H2O;  
d: CO+H2—(CH2)8.5+H2O  
 

The CH4 selectivity as well as the CO conversion changed 
greatly as a function of catalyst structure. However, the reactivity was 
not taken to correlate with the structure here. Instead, the concept of 
absolute yield of CH4, which was defined as the amounts of CH4 per 
unit cobalt per time, was introduced. So was the absolute C2

+ yield. 
The two values of the catalysts were plotted against the reduction 
degree. The CH4 yield was insensitive to the reducibility whereas the 
C2

+ yield responded to reducibility regularly (see Fig.2). This meant 
that the CH4 formation depended on the total cobalt, no matter if it 
was reduced. On contrast, the C2

+ products (featured with carbon 
chain formation) only formed on reduced Co.  
  
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
         In light of the above results, the F-T synthesis over cobalt was 
modeled as two parallel reactions with the same feedstock. The  
product of reaction 1 was CH4 and that of 2 was (CH2)8.5, which was 
the molar average of paraffin expected by ASF rule. If the reactions  
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Figure 3.   The kinetic equation of the parallel reaction mechanism. 
k1

0: preexpoential factor of reaction 1; E1: activation energy of 
reaction 1; φ:CH4 sel.; δA: contract factor; χA: conversion.  
 

 

Reaction 1c Reaction 2d

Cat. 
surface 
area 
(m2g-1) 

Pore diameter 
(nm) 

Co3O4 
sizea

(nm) 

Degree of 
reductionb

(%) 

Pre-
exponential 
factor 

Active 
energy 
(kJ/mol) 

Pre-
exponential 
factor 

Active 
energy 
(kJ/mol) 

Si(1)  710.5 2.2 10 51 1.3×1010 116.1 4.9×108 99.8 
  Si(2)  649.9 2.4 11 53 4.2×1010 119.8 7.8×1013 147.1 
Si(3)  622.1 3.0 12 61 2.9×107 89.8 1.4×1014 148.9 
Si(4) 523.8 5.1 15 73 1.8×109 106.6 3.0×1012 131.2 
Si(5)  366.5 8.7 16 84 1.3×108 96.4 4.9×1013 143.8 
Si(6)  298.7 11.8 20 87 3.4×108 101.0 5.0×1013 143.5 
Si(7) 268.2 15.1 22 100 3.3×1010 119.6 8.2×1013 144.8 

were first order to H2 partial pressure, an equation describing the 
integrated fixed bed was obtained (see Fig.3). By substituting the 
experimental data into the equation, the pre-exponential factors and 
active energies of component reactions were derived (see Table 2). 
The difference in kinetic constants between two reactions was 
remarkable and this evidenced the presence of two kinds of active 
sites. 
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Introduction 

Methanol is not only a great important chemical raw material, 
but also a green cleanly fuel. The selective oxidation of methane to 
oxygenates such as methanol and formaldehyde over oxide catalysts 
has been of great interesting because it is an alternative route for the 
conversion of natural gas to high additional value products. Great 
efforts have been done for developing effective catalyst systems for 
the selective oxidation of methane to methanol.1~3

The reducibility of oxide catalysts and the lattice oxygen in the 
surface and bulk of oxide catalysts may play important role in the 
selective oxidation of methane and lower alkanes or olefins.4~7 
Lattice vacancies in oxides are favorable for the mobility of the 
lattice oxygen. It has been reported that the mobility of the lattice 
oxygen of CoMoO4 could be greatly improved by the replacement of 
a part of Co2+ by Fe3+.8 This paper reports our recent research results 
of methane oxidation over WO3/Co1-nFenMoOy catalysts. 
 
Experimental 

Catalyst preparation.  Co1-nFenMoOy (n=0~0.2) serials 
supports were prepared by citric acid method.9 (NH4)6Mo7O24·4H2O, 
Co(NO3)2·6H2O, Fe(NO3)·9H2O, citric acid and nitric acid were 
dissolved in the distilled water. The solution was condensed at 80℃ 
for 4h and then frothed at 110℃ for 8 h. The obtained solids were 
dried at 110℃ for 12h and calcined at 600℃ for 8h to give the 
supports. The 10 wt% WO3/Co1-nFenMoOy catalysts were prepared 
by impregnation of the support powers with ammonium tungstate 
aqueous solution. The catalyst precursors were dried at 110℃ for 8 h 
and followed the calcination at 600℃ for 8h. 

Catalyst test.  The selective oxidation of methane over the 
catalysts was carried out in a specially designed high-pressure 
continuous-flow quartz-lined reactor (φ7.0mm×420mm), which 
was tightly fixed in a stainless steel line. The reaction conditions 
were 400~460℃, 2.0 MPa, 10/1 ratio of methane/oxygen and 1g 
catalyst. The effluent passed through a condenser and the liquid 
products were collected, while the gas phase products were analyzed 
with an on-line gas chromatograph (TDX-01 Column). The liquid 
products were analyzed with off-line GC (GDX-403 Column). 

Catalyst characterization.  The crystal phase structures of the 
prepared samples were identified with XRD by D8 Advanced 
diffractometer ( Bruker Company ), CuKα (λ=0.15406nm )，40kV 
and 20mA. 

 
Results and Discussion 

Figure 1. shows the XRD patterns of the samples. The 
crystalline phases of CoMoO4 and Fe2(MoO4)3 were identified as 
CoMoO4 and Fe2(MoO4)3 ( Fig. 1. (1) and (5) ). When a part of Co2+ 
in CoMoO4 was replaced by Fe3+ ( Fe/Co<1/9 ), the crystalline 
structures of the supports were same as CoMoO4 and no free Fe 
oxide phases were observed. When Fe/Co ratio in Co1-nFenMoOy was 
1/9 or 2/8, small amount of free CoO/MoO3 phases were observed 
besides CoMoO4 phase.(Fig 1. (3) and (4) ). When WO3 was loaded 
on the supports, no WO3 crystalline phase was detected by XRD. It is 
deduced that amorphous and well-dispersed WO3 formed on the 
surface of the supports. 
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Figure 1. XRD patterns of different supports and catalysts. 1: 
CoMoO4; 2: 10%WO3/CoMoO4; 3: Co0.9Fe0.1MoOx; 4: 10%WO3/ 
Co0.9Fe0.1MoOx; 5: Fe2(MoO4)3; 6: 10%WO3/ Fe2(MoO4)3

 

Table 1 shows the catalytic performances of the supports and 
catalysts in the oxidation of methane. It can be seen from Table 1, 
when using Co1-nFenMoOy supports alone, only CO and CO2 with no 
CH3OH were detected. In the test of 10% wt WO3/Co1-nFenMoOy 
catalysts, only when Fe/Co ratio was 1/9 or 2/8, a certain amount of 
methanol as well as trace amount of formaldehyde were detected in 
the products. WO3/CoMoO4 and WO3/Fe2(MoO4)3 showed no 
methanol formation activities under 400~480℃ and 2.0MPa. When 
Fe/Co ratios were less than 1/9, no methanol was found in the 
reaction products over WO3/Co0.97Fe0.03MoOy and 
WO3/Co0.97Fe0.03MoOy under 400~480℃ and 2.0MPa. 

The effect of reaction temperatures on the conversion of 
methane and oxygen over WO3/Co0.9Fe0.1MoOy is shown in Figure 2. 
The oxygen conversion increased sharply to 100% in a narrow 
temperature range (420~440℃) and the methane conversion reached 
about 8% at 440℃. 

Figure 3 shows the influence of temperatures on the formation of 
CH3OH over WO3/Co0.9Fe0.1MoOy and WO3/Co0.8Fe0.2MoOy 
catalysts. The formation of CH3OH increased with the temperatures 
from 420℃ to 440℃ and decreased when the temperatures were 
above 440℃. 
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Table1. Results of Catalytic Partial Oxidation of CH4

Reaction conditions: n(CH4)/n(O2)=10:1; SV=6.6 L/(g·h); P=2.0 
MPa;  
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Figure 2. CH4 conversion and O2 conversion over the catalyst of 10% 
WO3/Co0.9Fe0.1MoOy; Reaction conditions: n(CH4)/n(O2)=10:1;  
SV=6.6 L/(g·h); P=2.0 MPa 
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Figure 3. Formation rate of CH3OH over the catalysts. 1: 10% 
WO3/Co0.9Fe0.1MoOy; 2: 10% WO3/Co0.8Fe0.2MoOy ; Reaction 
conditions: n(CH4)/n(O2)=10:1; SV=6.6 L/(g·h); P=2.0 MPa 
 
 

 

 
Conclusions 

The supports of Co1-nFenMoOy were not active for the formation 
of CH3OH in the oxidation of methane under given conditions. A 
certain amount of Fe added into CoMoO4 (Fe/Co=1/9 or 2/8) could 
improve the properties of the catalysts and give the ability for 
CH3OH formation in the selective oxidation of CH4 over 
10wt%WO3/Co0.9Fe0.1MoOy and 10wt%WO3/Co0.8Fe0.2MoOy.  

Formation Rate 
/(10-4mol/g·h) 

Catalyst T 
/ ℃ 

CH4 
Conv
./% MeOH CO CO2

CoMoO4 440 2.1 0 39.9 16.3 
Co0.9Fe0.1MoOy 440 8.8 0 108.4 127.2 
Co0.8Fe0.2MoOy 440 8.5 0 95.6 132.0 
WO3/CoMoO4 440 8.5 0 120.7 107.0 
WO3/Co0.97Fe0.03MoOy 440 9.0 0 139.8 101.2 
WO3/Co0.93Fe0.07MoOy 440 8.4 0 123.8 101.2 
WO3/Co0.9Fe0.1MoOy 440 8.5 5.1 134.3 88.8 
WO3/Co0.8Fe0.2MoOy 440 8.0 4.3 113.6 96.4 
WO3/ Fe2(MoO4)3 440 8.3 0 166.7 55.6 
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Introduction 

Hydrogen storage on carbon nanotubes (CNTs) has attracted 
intensive research activities since Dillon et al claimed a possible 5-10 
wt% storage capacity under ~ 1 atm hydrogen pressure.1 Subsequent 
studies, however, show a wide divergence in the reported hydrogen 
storage capacities of CNTs.2,3 In our previous studies, hydrogen 
adsorption has been demonstrated to be physisorption-like under 
hydrogen pressures up to ~1.5 MPa.4 Under pressures higher than 4 
MPa, a sudden increase in tube distance in single-walled carbon 
nanotube (SWNT) ropes was proposed to account for a storage 
capacity up to 8.25 wt%.5 In this study, we employed nuclear 
magnetic resonance (NMR) and Raman spectroscopy to reveal the 
hydrogen adsorption behavior in SWNT ropes at room temperature 
and pressures over 4 MPa. 
 
Experimental 

High pressure samples were prepared by exposing an arc-
discharge produced SWNT sample (MER Corp., AZ) to a hydrogen 
pressure of 14.3 MPa for 24 h. The pressure was released and the 
sample was sealed in an inert atmosphere. Prior to hydrogen 
exposure, the samples were heated under vacuum (10-3 Pa) at 853 K 
for 2 h to remove any adsorbates. 1H and 2H NMR spectra of the 
SWNT sample were acquired at room temperature and at a Larmor 
frequency of 400.127 and 61.423 MHz, respectively. 2H NMR 
facilitates differentiation between the adsorption and gas phase. 
Raman spectra were acquired on a Renishaw inVia Raman 
Microscope equipped with different laser excitation wavelengths. 
The metal content was measured using inductively coupled 
plasma/mass spectrometry (ICP-MS) and the SWNT morphology 
was studied using transmission electron microscopy (TEM).  

 
Results and Discussion 

Structural features characterization. Figure 1 shows the 
transmission electron micrograph of the SWNT sample. The average 
bundle size, obtained from 120 measurements, is ~ 18 nm. The 
content of metallic impurities (Figure 1) , mainly Co and Ni, in the 
pristine sample is 32 wt%.6  

The radial breathing mode (RBM) at different excitation lines is 
used to determine the diameter range of the tubes.7 Raman excitation 
at 1.58 eV is resonant with semiconducting tubes within a diameter 
range of 0.9 – 1.1 nm, while 2.41 eV excitation can either be in 
resonance with 1.2 – 1.4 nm semiconducting tubes or metallic tubes 
of 0.9 – 1.1 nm diameter. It is estimated that the diameter range for 
all type tubes is 0.9 – 1.4 nm.  

Hydrogen adsorption at low pressures.  2H NMR spin-lattice 
relaxation times T1 as a function of H2 pressure are shown in Fig. 2 
for the SWNT sample and pure deuterium gas. T1 linearly increases 
with pressure for the pure gas.8 The spin relaxation times for the 
unpurified SWNT sample are not linear with pressure and 

significantly shorter at pressures greater than 500 kPa. Pure 
deuterium T1s follow a spin-rotation mechanism while this is not the 
case for deuterium in contact with the SWNT sample. Here, 
relaxation may be induced by interaction with conduction electrons 
or paramagnetic impurities which is in agreement with the observed 
shifts. It should be noted that the 2H signal disappeared completely 
upon evacuation, indicating physi-sorption.  

 
Figure 1. TEM micrograph of the parent SWNT sample. 
  

 
 

Figure 2. 2H NMR spin-lattice relaxation data for SWNTs exposed 
to deuterium gas, and for pure gas as a function of pressure at 
ambient temperature. For H2, the line is a linear fit to the data points, 
while it merely serves to guide the eye for the SWNT sample. 
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Hydrogen adsorption at high pressures. Although the excess 
pressure was released prior to sealing, intensive 1H signals persisted. 
This is a clear indication that hydrogen is bound to the sample either 
by strong physisorption or even chemisorption. In order to test this 
hypothesis, 1H NMR T1s of the adsorbed phase for the high (14,489 
kPa) and low pressure sample (136 kPa) were compared. T1 is 
significantly longer at high pressure. We measured T1s of 205 ms and 
12 ms, respectively. The pronounced difference in relaxation rates 
suggests either different physisorption sites or a different adsorption 
type, i.e. chemisorption. The magnetization profile of the high 
pressure sample can be fitted with a single exponential function, 
implying that only one relaxation mechanism is dominant. The 
pressure dependence of T1 is linear over the entire pressure range 
(Figure 3). 

To elucidate hydrogen adsorption behavior, the high pressure 
sample was heated at 373 K for 5 min. The intensity of the broad 
adsorption peak decreased with a sharp gas peak dominating the 1H 
NMR spectrum. Therefore, the desorption of adsorbed hydrogen 
renders chemisorption an unlikely scenario, because a much higher 
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temperature is required to break C-H bonds and to release hydrogen 
gas. The 1H NMR T1 of the high pressure sample was significantly 
reduced to 87 ms after heating, indicating a more efficient relaxation 
after hydrogen desorption. This is most likely due to a decrease in 
interaction of hydrogen with the SWNT surface, and the contribution 
of spin-rotation to T1 becoming once more predominant. 
 
Figure 3. 1H NMR spin-lattice relaxation data for SWNTs exposed 
to hydrogen gas as a function of pressure. The T1 dependence on 
pressure is linear over the entire pressure range. 
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These phenomena can be explained by the adsorption of 

hydrogen molecules in the interstitial channel (IC) sites within 
SWNT bundles. It has been demonstrated that IC sites have the 
highest adsorption potentials among all possible adsorption sites in 
the bundle.9 The relatively inefficient relaxation for the high pressure 
sample can be ascribed to the confinement of hydrogen molecules in 
IC sites. Although dipolar relaxation can also play a role in 
relaxation,10 it is unlikely that dipolar relaxation contributes 
significantly. If dipolar relaxation among 1H molecules were 
dominant, a shorter T1 would be expected at higher pressures which 
is not observed. When heating to 373 K, a substantial amount of 
hydrogen desorbs from the sample surface. 

In a bundle composed of tubes with a dispersion in diameters as 
suggested from the Raman results, the coupling between the tubes is 
reduced due to a mismatch in the SWNT lattice.11 The localized 
coupling facilitates the expansion of SWNT bundles as suggested by 
Ye et al.5 and therefore may assist hydrogen molecules to access IC 
sites.  

 
Conclusions 

Hydrogen adsorption at pressures up to 15 MPa was studied by 
a combination of NMR and Raman spectroscopy. Hydrogen most 
likely physisorbs inside the interstitial channels at room temperature. 
The adsorption activation energy is estimated to be less than 23 
kJ/mol.  
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Introduction 

Light Source The Environmental Protection Agency (EPA) has proposed an 
ultra low (15ppm) sulfur diesel fuel beginning in 2006. The 
introduction of ultra low sulfur diesel fuel might reduce particulate 
emissions, particularly the particulate matter (PM) associated with 
sulfates. Also, sulfur sensitive exhaust gas aftertreatment may be 
used to reduce other emissions from the exhaust gas [1]. Many 
studies have been performed with biodiesel and oxygenated diesel 
fuels and almost all of them showed a significant potential to reduce 
emissions [2-3].  

Injector
Endoscop

Biodiesel and oxygenated fuel blends are currently of great 
interest and active research for PM reduction from diesel engines to 
meet future, stringent emissions regulations. Biodiesel fuels contain 
roughly 11 wt.% oxygen and the addition of oxygen containing 
hydrocarbons to diesel fuel offers an effective means to reduce 
particulate emissions [3]. The higher cetane number of biodiesel and 
many oxygenates may enhance combustion performance in 
compression ignition engines. 

X 

Y 
In this paper, we present results from in-cylinder imaging in a 

Cummins 5.9L, turbocharged, six-cylinder, 4-stroke direct injection 
(DI) diesel engine using an engine videoscope system.  The imaging 
studies provide a comparison of the fuel injection timing, ignition 
timing, spray formation and flame luminosity between different 
fuels.  Results are presented for an ultra low sulfur diesel fuel with 15 
ppm sulfur content (“BP15”), a 100% biodiesel (“B100”) and for a 
20 wt.% biodiesel blended with BP15 (“B20”). Table 1 shows some 
selected properties of these test fuels. 
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Table 1.  Selected fuel properties Spray

 

Fuel Density 
gm/cm3 Cetane Number Viscosity 

cSt @40C 

Endoscope axis 
BP15 0.837 50.5 2.48 
B100 0.866 55.0 3.56 
B20 0.846 52.5 2.73 

 
Experimental 

Experiments were conducted with a Cummins direct injection 
(DI) diesel engine. The experimental system consisted of an engine, 
dynamometer, controller, combustion analysis instrumentation, 
emissions analyzers and an AVL 513D engine videoscope. The 
engine was fitted with an electronic control module (ECM) that 
monitors engine performance and controls different events 
automatically, especially the start of injection (SOI), injection timing 
advancement or retardation, etc.  

Figure 1 shows how the light source and the endoscope are 
mounted in the engine. The windows installed into the cylinder head 
were designed to withstand the high temperatures and pressures 
prevailing within the combustion chamber and to stay clean under 
engine operating conditions, since the deposition of soot particles on 
the window surface would reduce visibility. Figure 2 represents a 
sketch of the geometric relationship between the fuel injector and 
videoscope probes. Note that the viewing angle of all the endoscopes 

was 80 degrees. The depth of field was from 1 mm beyond the lens to 
infinity and therefore a sharp picture of the combustion chamber was 
obtained without any focus adjustment. 

The engine has been heavily instrumented, with a 0.1 crank 
angle resolution crank shaft encoder, a cylinder pressure sensor, and 
a needle lift sensor.  The engine and dynamometer are operated 
through an automated control system.  Results are presented at an 
engine setting of 1800 rpm and 10% load. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Endoscope and light source installed on the Cummins 
5.9L test engine 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2.  A Sketch of the geometric relationship between injector 
and videoscope probes. 

 
Results and Discussion 

The following is a qualitative and quantitative analysis of the 
spray and combustion characteristics of ultra low sulfur diesel fuel 
and blends with biodiesel and neat biodiesel. It should be noted that 
the present study was conducted with an electronically controlled 
fuel injection system so that injection timing is dictated by the 
protocols in the ECM. For all the results presented here, the engine 
was operated at 10% rated load at a constant speed of 1800 rpm. 

Figure 3 shows spray images with 0.1 crank angle degrees 
(CAD) resolution and depicts the start of injection (SOI) with BP15, 
B20 and B100. For the B100, the injection event starts 0.4 CAD 
earlier compared to the base diesel fuel whereas, B-20 shows 0.2 
CAD earlier injection compared to the base fuel. The density of B-
100 is higher than the base fuel, BP15 and the density of B20 
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blended biodiesel will be higher than the BP15. Therefore, the advanced injection timing with B20 and B100 is consistent with 
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Figure 3.  Start of injection with ultra low sulfur diesel (BP15), neat biodiesel (B100) and B20 blend. 
 

reported results and arises from an increased fuel density and bulk 
modulus of compressibility relative to the base diesel fuel [4]. 

Figure 4 shows rate of heat release (ROHR) and average 
cylinder temperature analysis of the fuels used in these experiments. 
The early start of the heat release with B100 is explained by the early 
start of injection and the cetane number of the fuel. The BP15 fuel 
shows the highest premixed burn peak among the fuels and all the 
fuels show that the majority of the combustion occurs during the 
premixed phase. This is true since the load is only 45 ft-lb and at 
high load diffusion burning dominates the combustion event [5].  
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Figure 4. Calculated rate of heat release and average cylinder 
temperature of the fuels.  

 
The start of combustion is indicated by the CAD when the 

ROHR curve moves from negative to positive value. In that case, 
most of the test fuels show that the start of combustion occurs before 
TDC, whereas the combustion images (Figure 5) show visible flame 
(VF) after TDC. This might be because the start of premixed 
combustion is flameless [6] and the viewing window with the 
endoscope was only 60-70% of the combustion chamber and it was 
not possible to observe the leading edge of the spray.  Therefore, the 

start of combustion observed through the endoscope may not be as 
accurate as the heat release calculation. 

The average cylinder temperature or mean temperature is 
shown in Figure 4. The neat biodiesel (B100) shows the highest 
average cylinder temperature and base BP15 shows the lowest 
average cylinder temperature among the fuels. Literature results 
show that the neat biodiesel fuel generally emits high NOX and low 
PM emissions. The high average cylinder temperature might be one 
of the reasons for high NOX and low PM emissions with the neat 
biodiesel fuel. Density and cetane number also play important role in 
NOX and PM emissions [5].  

Figure 6 presents different combustion events for all the fuels 
starting from TDC to 30 deg ATDC at an interval of 3.0 CAD. The 
images of the spray and combustion are at a light load condition. 
Therefore, combustion is mainly controlled by the premixed burning 
phase. Although both the B20 and B100 contain fuel oxygen, it is 
difficult to distinguish between the spray flames of B20, B100 and 
the base diesel fuel. 
 
Conclusions 

In-cylinder visualization of spray and combustion was 
performed with 0.1 crank angle degree resolution. Results obtained in 
this study were very light load conditions. At high loads results might 
be different than the presented here. Specially, premixed combustion 
mode and emissions results will be different.  However, findings 
from the present study can be summarized as follows: 

1. Early start of injection with B100 and B20 compared to 
BP15. 

2. Among the test fuels, the highest premixed burned peak is 
observed with BP15, after that with the B-20 blend and the 
lowest is with B100. This trend is consistent with the 
cetane number of the test fuels. 

3. The highest average cylinder temperature is observed with 
B100 and base BP15 fuel shows the lowest. 
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Figure 5.  Start of combustion with ultra low sulfur diesel (BP-15), neat biodiesel and B-20 blend 
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Figure 6.  Combustion images from TDC to 30 deg ATDC of the combustion process with 3.0 CAD intervals 
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Introduction 

Oxygen and nitrogen are two important feedstocks for a wide 
range of traditional industries1. Examples include the ammonia 
synthesis, and the gasification of many hydrocarbons to generate 
synthesis gas for the production of hydrogen, fuels, chemicals and 
other valuable products, and the growing interest in gas-to-liquids 
GTL processes which convert natural gas into synthetic crude oil, 
waxes and fuels. Recently, due to concerns on climate warming by 
CO2 emission, increased attention has been focused on CO2 
sequestration in energy production industries where the majority of 
carbon materials are consumed to produce electricity with emission 
of a large amount of CO2 2-5. CO2 sequestration is proposed to inject 
and store in used oil, coal bed and gas fields, or in aquifers, in deep 
seas3. However, in a conventional energy production system such as 
combustion and gasification processes, fuel and air directly mixed 
and reacted that gives rise to the low partial pressure of CO2 due to 
nitrogen dilution. This is main limitation to controlling CO2 emission 
and will create a significant energy penalty. Methods are imminently 
pursued to integrate energy production with the oxygen production 
process6.  

Cryogenic air separation technology has been employed for a 
long time to supply oxygen for a wide range of industries5. However, 
this oxygen production process faces an economic challenge. Newly 
developed Non-cryogenic air separation technology includes 
adsorption such as TSA (Temperature Swing Adsorption) and PSA 
(Pressure Swing Adsorption)7, a molten salt chemical process8, 
polymer membrane and Ion transport membrane (ITM)9-10. 
Adsorption and polymeric membrane processes will continue 
to be improved in both cost and energy efficiency. Neither 
technology is expected to challenge cryogenics for large 
tonnage production of oxygen, especially at high purities. 
However, adsorption and membrane processes are less 
complex and more passive than cryogenic technology. 
Chemical processes offer the potential for continuous 
operation and economies of scale through large production 
output from single trains, but to date have not been able to 
overcome material corrosion problems. ITM technology is 
currently foreseen as the best candidate to challenge 
cryogenics for the production of high purity, tonnage 
quantities of oxygen.  

In this paper, a new concept for oxyhen production is put forth 
based on a reversible chemical cycle of a solid oxygen carrier. The 
process analysis including tnermodynamics, kinetics, technical 
approaches and also potential utilization of the proposed concept will 
be addressed 
 
Conceptive Development 

The concept of the newly developed process for oxygen 
production is based on a reversible chemical cycle of a solid oxygen 
carrier，shown in Figure 1. The selected solid oxide (MeO) reacts 
with oxygen in an air stream to produce solid peroxide (MeO2), see 

Eq (1). MeO2 releases its oxygen atom and then form oxygen 
molecule at a relatively higher temperature, see Eq (2). This chemical 
cycle between re-circulating of solid oxide and its peroxide forms a 
process for oxygen production continuously. It is important to 
investigate chemical properties of the solid oxide and peroxide, and 
the enthalpy and Gibbs free energy of the reactions so that energy 
input, gas stream purity and possible process configuration and 
utilization could be evaluated.  
 
                      MeO (s) + 1/2O2 (g) → MeO2 (s)                                Eq (1) 
 
                      MeO2 (s) → MeO (s) + 1/2O2 (s)                                  Eq (2) 
 
 
 
 

 

 

 

 

 

 

Figure 1.  The process concept for oxygen production by a chemical 
reversal cycle of solid oxygen carrier 
 
Process Analysis 

Thermodynamics Analysis.  The reversal reaction which is 
relative with oxygen production process presently interested is a 
heterogeneous reaction with only one gaseous species. In 
thermodynamics theory11, if the gas is ideal then the equilibrium 
constant expressions for Eq (1) and Eq (2) can not include the solid 
phase due to the fact that pure solid phases are nearly equal to unity 
for moderate pressure. Thus, Equation (3) and (4) below are valid for 
reaction (1) and (2), respectively.  

2
1

1 2OPk =           (3)                 
2

12

2

1
OP

k =                  (4) 

The equilibrium constants of  and for Eq (1) and (2) are 
independent of the amount of pure solid phases. Their values can be 
determined by calculation of Gibbs free energy of reactions ccurred. 
Such as reactions may go to completion if solid phase is used up. The 
temperature and oxygen partial pressure are the parameters to control 
reaction direction and extent. If we keep the solid phase is more than 
enough in view of oxygen, reaction (Eq (1)) can give out pure 
nitrogen stream. For reaction (Eq (2)), pure oxygen stream can be 
obtained. The rich oxygen stream can be obtained by using nitrogen 
as carrier gas. 

1k 2k

Technical Approach.  The thermodynamic analysis presents 
positive evidence for proposed concept of oxygen production. The 
flexible gas compositions can be achieved with obtaining a pure 
oxygen stream or an oxygen rich stream so that fitting it in different 
industry process is easy, such as energy production industries which 
is presently interested. Generally two modes to fit the proposed 
oxygen production process into the energy industry. It could be 
combined with the conventional coal combustion process to achieve 
a high combustion efficiency and CO2 sequestration, as show in 
Figure 2. In the newly developed chemical looping combustion 
process, the proposed solid oxygen carrier could easily incorporate 
solid fuel into the cyclic system due to reaction gas (oxygen stream) 
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and solid (oxygen carrier) occurred, not the reaction of solid (solid 
fuel) with solid (solid ), as shown in Figure 3. 

We must mention enthalpy properties of reversal reactions here. 
If reactions in both directions can be organized into one reactor, an 
energy self-sustainable module for the proposed process of oxygen 
production can be achieved. Microchannel reactor can achieve this 
goal. This technology is being hailed as the next big thing for the 
process industries12. Microchannel reactors consist of stacks of 
closely spaced thin plates designed to form mirochannels with 
specific dimensions, regularity, and connectivity in spaces between 
the plates. Process fluids pass through the channels, which may be 
coated internally with catalyst or solid oxygen carrier which is 
presently interested in the proposed process. The microscale 
dimension of the channel increases the surface area per unit volume 
and thus increase the overall reaction reactivity and productivity of 
process per unit volume, and also results in much better heat 
conductivity for heat transfer. An added advantage is that short 
residence time of gas stream in the microchannels. The geometry and 
size of individual channels in microchannel reactors remain the same 
as process capacity is increased from lab scale to commercial scale. 
Thus, the scale-up for microchannel is just numbering-up, duplicate 
the single channel many times which is much different from that of 
conventional scale up. By connecting multiple microchannel reactors 
in parallel, it is then possible to achieve any desired plant capacity. 
That means microchannel-type chemical reversal reactor can 
compete with conventional cryogenic air separation process in scale 
with economic and energy advantages, if lab-scale concept could be 
verified.  
 

 
 
 

 

 

 

 

Figure 2. The integration of the proposed oxygen production process 
with the oxy-fuel energy process 
 
 
 

 

 

 

 

 

 

 

Figure 3.  The integration of the proposed oxygen production 
process with chemical looping combustion by solid fuel or gaseous 
fuel 
 
Conclusions 

A new concept for production of the oxygen stream by a 
reversible chemical cycle of a solid oxygen carrier is developed in 
this paper. The possible solid oxygen carrier could be solid oxide and 
its peroxide. The solid oxide separates oxygen from nitrogen to form 

solid peroxide and its peroxide produces oxygen stream and is 
recovered to its solid oxide. Due to the chemical properties of the 
solid oxide and peroxide, and the enthalpy and Gibbs free energy of 
the reactions, directions in both reactions can proceed completely 
with less energy supply needed to operate the whole system. Thus, 
the newly developed oxygen concept can provide with high purity of 
oxygen stream and also nitrogen stream in energy economic ways. 
It’s possible to combine reversal reactions into one reactor to achieve 
an energy self-sustainable module.  

The proposed process can directly be integrated into a wide 
range of industrial processes such as energy production process 
which is emphasized in this paper. It could be combined with the 
traditional coal combustion process to achieve a high combustion 
efficiency and CO2 sequestration. In the newly developed chemical 
looping combustion process, the proposed solid oxygen carrier could 
easily incorporate solid fuel into the cyclic system.  
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Introduction 

The utilization of carbon dioxide has gained considerable 
attention for the point of view of “Sustainable Society” and “Green 
Chemistry” in recent years. Unfortunately, CO2 is a 
thermodynamically stable molecule, which makes it difficult to be 
converted to useful chemicals directly 1. The synthesis of dimethyl 
carbonate from urea which was synthesized from CO2 and ammonia 
was considered to be a potential route for utilization of CO2 to fine 
chemicals.  

Dimethyl carbonate (DMC) is an environmentally friendly 
organic chemical. It can be used as methylating or carbonylating 
agent for substituting of toxic dimethyl sulfate, methyl halide and 
phosgene 2. It is also believed to be an ideal fuel additive to enhance 
the octane number of gasoline 3.  
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Scheme 1. Synthesis of DMC by urea methanolysis. 

 
DMC was proposed to be synthesis from urea and methanol via 

two-step reaction as shown in scheme 1. The known catalysts for this 
method were organotin compounds and alkali metal compounds. Cho 
reported the using of alkali metal compounds or quaternary 
ammonium compound as catalyst, but the DMC yield was very low 
(<5%) 4. Saleh obtained higher DMC yield and selectivity over 
dibutyl methoxy isocyanato tin catalyst 5. High yield and selectivity 
of DMC was obtained by using dibutyl dimethoxy tin and high 
boiling electron donor compound (triglyme) as cocatalyst 6. However, 
the preparation of these catalysts and the separation of the products 
was difficult. Thus, homogeneous catalysts should be 
disadvantageous to industrialization. In the present work, ZnO was 
used as an effective catalyst for this reaction and the catalytic 
mechanism was proposed.  
 
Experimental 

The reaction was carried out in a novel apparatus with a 250 ml 
stainless steel autoclave with magnetic stir and a reflux column by 
which ammonia could be removed easily. Methanol (4 mol) and urea 
(0.2 mol) as well as catalyst (1g ZnO and NaOH, 3 g SnOBu2) were 
charged into the autoclave. The product was analyzed by GC. ZnO 
was prepared by calcinations of the zinc carbonate. The SnOBu2 and 
NaOH were used as purchased.  

FTIR spectra were recorded on a Nicolet Magna 550II Fourier-
transform infrared spectrometer in the region 4000-400cm-1. 128 
scans with a resolution of 4cm-1 were collected. The samples of urea 
and urea loaded on ZnO was mixed with paraffin, then laid them on 
NaCl slice for scanning; self-supporting wafer was pressed at 
2.5×108N·m-2 with 15-20mg and mounted in an in-situ cell equipped 
with CaF2 windows.  

 

Results and Discussion 
Table 1 shows the effect of catalyst on DMC yield from urea 

and methanol. It can be seen that, besides trace amount of DMC, 
methyl carbamate (MC) was the major product in the non-catalytic 
reaction (case 1). This indicated that the intermediate MC (see 
scheme 1) which was easily produced even in the absence of catalyst, 
could hardly be converted to DMC. These results were consistent 
with the experimental results in literature 7. As listed in table 1, ZnO 
(case 2) showed higher activity for DMC synthesis than SnOBu2 
(case 4) and NaOH (case 5)which was used by Ryu’s and Cho 
respectively. It should be noticed that, when MC instead of urea was 
used as the feed, the result was quite different (case 2, 3). ZnO only 
exhibited very low activity for DMC synthesis though the non-
catalytic reaction afforded a high MC yield. It was concluded that the 
high activity of ZnO was related to urea. 

The interactions of urea with ZnO were investigated by using 
FTIR. Fig.1 illustrated the FTIR spectra of urea and urea loaded on 
ZnO under room temperature. The C=O stretching vibration in 
spectrum (a) and (b) are 1666cm-1 and 1676 cm-1 respectively. The 
red shift of 10 cm-1 for C=O stretching vibration when urea was 
loaded on ZnO might suggest that ZnO acted on the oxygen lone pair 
to reduce the band energy of C=O. Fig 2 showed the FTIR spectra of 
urea loaded on ZnO at different temperature. The band at 1666 cm-1 
diminished continuously with the increasing of temperature, and a 
new band at 2205 cm-1 with a shoulder at 2225 cm-1, which were 
assigned to NCO species, appeared and increased simultaneously. 
The NCO species might promote the DMC synthesis from urea and 
methanol in the reaction. These results suggested that urea was 
activated by ZnO effectively. 

 
Table 1.  Effect of catalyst on DMC yield. 

Run Catalyst Reaction 
temperature /℃ 

Reaction 
time/h 

MC,yield/
% 

DMC  
yield/% 

1 - 180 10 89 0.83 

2 ZnO 170 8 48 29 

3* ZnO 170 8 - 1 

4 SnOBu2 170 8 73 12 

5 NaOH 190 11 50 6 

* Used methyl carbamate as the reactant replacing urea. 
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Figure 1.  FTIR spectra of the urea and urea loaded on ZnO. (a) urea, 
(b) urea loaded on ZnO. 
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Figure 4. FTIR spectra of urea loaded on ZnO: a 50℃, b 75 ℃, c 
100℃, d 125 ℃, e 150℃, f 200℃, g2 25 ℃, h 250℃, i 300℃ 

 
Conclusion  

Dimethyl carbonate was synthesized from urea and methanol 
with a good yield over ZnO catalyst, so it was thought to be a 
potential process for conversion of CO2 to valuable chemicals via 
urea. The present studies revealed that the high activity of ZnO was 
related to the activation of urea, and further investigation of the 
detailed mechanism of ZnO is now in progress. 
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Introduction 
Free radicals in cigarette smoke have been suggested to be 

responsible in part for the harmful effects of smoking.(1,2)  Free 
radicals are present in both the tar and gas phase of cigarette smoke.  
The gas phase radicals, which are unstable, have been suggested to 
be continually formed by a steady state process where NO in the gas 
phase is oxidized to NO2 which in turn oxidizes alkenes such as 
isoprene or butadiene to form alkyl radicals and ultimately peroxyl 
and alkoxyl radicals.3  The tar radicals, which are very stable, have 
been reported to be hydroquinone/semiquinone/quinone in a 
polymeric matrix formed during the burning of polyphenolic 
compounds found in tobacco.4 However another report suggests there 
is little correlation between cigarette smoke mainstream smoke 
particulate phase radicals and hydroquinone yield. 5 

In this study, primary emphasis was placed on investigating the 
possible precursors of free radicals in cigarette smoke.  Formation of 
free radicals in both the gas and tar phases of cigarette smoke from 
different cigarettes was investigated using electron paramagnetic 
resonance (EPR) and EPR spin-trapping techniques. The yield of free 
radicals in the tar and the gas phases of smoke from different 
cigarettes was investigated. The yield of phenolic compounds (i.e. 
hydroquinone and catechol) in the tar and the amount of 
polyphenolic compounds (i.e. chlorogenic acid, quinic acid, cafeic 
acid, gentisic acid, rutin, and scopoletin) in tobacco were 
quantitatively determined.  The possible precursors of nitric oxide in 
the tobacco, such as soluble ammonia and nitrates were also 
determined. 

  
Experimental 

Cigarette samples. Three different single component cigarettes 
containing only one type of tobacco each were chosen to be 
reasonably representative of the tobaccos used in current US 
commercial cigarettes products: flue cured Bright or Virginia 
tobacco; air cured Burley tobacco, and sun cured Oriental (also 
known as Turkish tobacco). Two reference cigarettes were also used: 
2R4F, a low tar reference cigarette (University of Kentucky Tobacco 
and Health research Institute, 2003) and IM17, an industry monitor 
cigarette manufactured by Philip Morris USA Inc.  The filler of these 
references represents a typical American-blend cigarette comprising 
of Bright, Burley and Oriental tobaccos.  2R4F and IM17 have 
exactly the same blend composition, and differ only in the cigarette 
construction. 2R4F is ventilated cigarette while IM17 is not.  

Cigarettes smoking procedure.  Typically, 1 cigarette was 
smoked on 1-port automatic smoking machines under the FTC 
smoking conditions (35 ml puff volume, 2 second puff duration, 60 
second puff interval, 8 puffs per cigarette, and sine puff profile).  The 
gas phase was separated from the tar by placing a cellulose filter 
(Osmonic Inc.) supported by a Cambridge pad between the smoking 
machine and the smoked cigarette.  In general, three replicate smoke 
samples were generated per cigarette type. The gas phase and the tar 
were analyzed as described below. 

Polyphenolics analysis in tobacco (LC/MS/MS). The major 
polyphenolic compounds analyzed in tobacco were quinic acid, 
chlorogenic acid, caffeic acid, gentisic acid, rutin and scopoletin. The 
tobacco filler was extracted using 50% (v/v) aqueous acetone for 24 
hours at room temperature.  The LC/MS/MS analysis were carried 
out using an Agilent Technologies 1100 series HPLC system (Palo 
Alto, CA, USA) interfaced with a tandem quadrupole mass 
spectrometer (Quattro Ultima™) detector from Micromass ® 
(Beverly, MA, USA). Chromatographic separations were performed 
on a C18 LC column from Waters Corporation (Milford, MA). 

Phenolic analysis in tar of cigarette smoke (GC/MS).  The 
phenolic compounds in the tar of cigarette smoke were analyzed by 
GC/MS. Briefly, the tar collected on the cellulose filter was extracted 
with 5.0 ml of acetonitrile overnight, derivatized with a  silylating 
agent (BSTFA) containing 10% TMCS. The analysis was performed 
by GC/MS on an Agilent 6890 GC equipped with an Agilent 5973 
quadrupole MSD analyzer using Selected Ion Mode for qualitative 
and quantitative analysis. 

Sources of nitrogen in tobacco. The source of nitrogen in 
tobacco was determined by analyzing the total nitrogen, soluble 
ammonia and nitrates in the tobacco filler of the different cigarettes. 
The analyses were carried out by standard analytical methods. 

EPR analysis of tar of cigarette smoke. The cellulose filter 
containing the tar was introduced into an EPR tube and the spectra 
were acquired using a Bruker EMX EPR spectrometer (Bruker 
Instruments, Billerica MA), X-band, 100 kHz. The following EPR 
parameters were used: Microwave power 2 mW; modulation 
amplitude 2 G; time constant 5.12 ms; conversion time 5.12 ms; 
number of scan 60. The concentration of free radical was determined 
by double integrating the EPR signal using WinEPR software and 
comparing with known concentration of 2,2-diphenyl-1-
picrylhydrazyl (DPPH). 

EPR analysis of gas phase of cigarette smoke.  The cigarette 
smoke that was filtered by the cellulose filter was bubbled into 4 mL 
of the spin-trapping solution containing 100 mM N-tert-butyl-α-
phenylnitrone (PBN) in benzene.  The solution was then degassed 
using nitrogen gas for 5 min  and then injected an AquaX cell 
(Bruker Instruments, Billerica MA) mounted on a Bruker high 
sensitivity EPR cavity and spectra were acquired using the same 
instrument described above. The following EPR parameters were 
used: Microwave power 20 mW; modulation amplitude 05 G; time 
constant 20.48 ms; conversion time 20.48 ms; number of scan 20. 
The concentration of free radical was determined by double 
integrating the EPR signal using WinEPR software and comparing 
with known concentration of 4-hydroxy-2,2,6,6-tertramethyl-
piperdinooxy free radical (TEMPOL).    
 
Results and discussion 

The amount of polyphenolic compounds varied among blend 
type.  Bright tobacco cigarettes yielded the greatest amount of 
polyphenolic compounds and burley the lowest (Figure 1).   
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Figure 1. Total polyphenolic compounds found in the different types 
of cigarettes used.  
 

The yield of radicals from these cigarettes did not correlate with 
the trend in polyphenolic compounds.  Oriental cigarettes produced 
the highest yield of free radicals (Figure 2). 
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Figure 2. Free radical yield in the tar of cigarette smoke. 
 

The analysis of the cigarette smoke tar by GC/MS showed the 
presence of several phenolic compounds.  Monohydroxybenzenes 
such as phenol and cresol, and dihydroxybenzenes such as 
hydroquinone and catechol were all observed in cigarette tar.  
Hydroquinone and catechol were the most abundant phenolics found 
in the tar of cigarette smoke.  Bright cigarette showed the highest 
yield of phenolic compounds in the tar (data not shown). A similar 
trend in the yield of tar radicals was observed when compared to the 
yield of the dihydroxybenzenes (compare Figure 2 to Figure 3), 
except for Bright cigarette.   
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Figure 3. Yield of dihydroxybenzenes in the tar of cigarette smoke. 
 

Burley tobacco presented the highest content of total nitrogen, 
soluble ammonia and nitrate, while Bright exhibited the lowest 
content (Figure 4).  The analysis of the gas phase radicals by the EPR 

spin trap technique showed that the smoked cigarette yielded 
significantly different amount of radicals.  The yield of radicals  
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Figure 4. Nitrates and soluble ammonia contents of cigarette. 
 
generated by the Burley cigarette was significantly higher than that 
of Oriental and Bright cigarettes (Figure 5), and the trend was similar 
to the yield of soluble ammonia in the filler of these cigarette. There 
was no good correlation for the reference cigarette. 
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Figure 5. Yield of free radicals in the gas phase of cigarette smoke. 
 

Although polyphenolic compounds or precursors might be 
involved in the radical formation, the data reported in this work 
indicates that there is no correlation between the polyphenolic 
content of the tobacco and the yield of radicals formed in the tar. 
Other unidentified polyphenolic compounds or precursors, however, 
might be involved in the radical formation.  A correlation was 
observed between tar radical yield and dihydroxybenzenes yield in 
the tar, suggesting that phenolic compounds such as hydroquinone or 
catechol might be responsible for the radicals formed in the cigarette 
smoke tar. However, they still cannot account for all the radicals 
found in the tar of cigarette smoke.  A similar trend 
(Burley>Oriental>Bright) was found between the yield of the free 
radicals in gas phase of cigarette smoke and the amount of soluble 
ammonia in the tobacco filler.  Soluble ammonia is a possible 
precursor of nitric oxide in the gas phase of cigarette smoke.  A 
cigarette with higher soluble ammonia content will generate more 
nitric oxide in the gas phase and ultimately more free radical through 
the oxidation of NO to NO2 and subsequent reactions with 
unsaturated molecules such as alkenes in the smoke. 
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Introduction 

As a good organic solvent with high boil point, Ethylene 

carbonate (EC) is widely used in many field for petroleum 

distillation extraction, spin dye printing, processing agent for 

synthetic fibers, lithium batteries electrolyte components and 

gas separation, etc. It can also be used as intermediate in 

pharmaceutical and polymer synthesis, and as feed for synthesis 

of dimethyl carbonate (DMC) via transesterification with 

methanol. Various methods are known for producing EC [1, 2]. 

However, these routes are suffered from hazards of poisonous or 

a lack of economical viability. Nowadays, EC was synthesized by 

cycloaddition of CO2 and ethylene oxide in the industrial process 

[3]. Recently, a novel process for EC synthesis from urea and 

ethylene glycol (EG) was reported which attracts much attention 

because of many advantages compared to the traditional process: 

cheap and easily available raw material, mild reaction conditions, 

safe operations and higher EC yield. For the process of  

synthesis DMC via transesterification of EC with methanol, the 

byproduct ethylene glycol (EG) can be reconverted into the raw 

material EC by reacted with urea which would increase the 

efficiency of utilization of the  raw material and greatly lower 

the cost of the production of DMC. The reaction of urea with EG 

is first reported in patent [4]] by Su, et al. under atmospheric 

pressure in the presence of a catalyst comprising a tin-containing 

compound. However, the decomposition of urea is severely. Doya 

et al [5] increased the yield of EC by using zinc, magnesium and 

lead, or their compounds as catalysts under evacuation condition. 

Peter Ball [6] investigated the primary and secondary alcohols 

reacted with urea to form carbonate and found that the reaction 

proceeds in two steps, the first step formed carbamic ester is fast, 

and the rate of the second step remained much lower than that of 

the first. Moreover, combination of a weak Lewis acid and a 

Lewis base accelerated carbonate formation. The detail study 

about the synthesis EC from urea and EG is not appearance in the 

open literature, the major aim of the present work is to discuss 

reaction mechanism via the effect of reaction condition and 

catalysts. 

 

Materials and Methods 

The synthesis of EC was carried out as follows: EG, urea and 

catalyst were charged into a 250-ml three-necked-flask, which 

armed with a stirrer, recycles reflux condenser equipped with 

gas-liquid separators and thermometer, heated to the reaction 

temperature at a reduced pressure. When reaction finished the 

products was analyzed by gas chromatograph (GC) equipped with 

flame ionization detector, capillary columniation HP-5 after 

centrifugal separation from the catalyst. The identification of 

products was performed by GC-MS technique. CaO were 

prepared by decomposition of calcium carbonate at 850� for 3h, 

other catalysts were commercially available reagents pretreated at 

500� for 3 h. 

 

Results and Discussion 

Based on the formed major products, the reaction pathways 

were deduced as following: 
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Effect of reaction time on synthesis of EC 
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Figure 1.  Effect of reaction time on synthesis of EC. (1) yield 

of EC, (2) yield of 2-hydroxyethyl carbamate (HEC), (3) yield of 

2-oxazolidone (OZD). Remark: The yield of products based on 

the conversion of urea. Reaction temperature 150� at a Reduced 

pressure 11Kpa.Catalyst: Zinc oxide, the weight ratio of 

catalyst/urea is 3:100.The molar ratio of EG/urea is 1.5:1. 

 

The results of investigation reaction time on synthesis of EC 

are shown in Fig.1.The yield of EC increase with the reaction 

time, while the yield of 2-hydroxyethyl carbamate (HEC) 

decreases. These results lead us to conclusion that HEC is the 

intermediate for the EC production form urea, and the reaction 

proceeds in two steps, the first step is formed HEC by EG reacted 

with urea, the second step is formed EC by HEC de-ammonia gas 
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reaction. Fig.1.indicated that before reaction run 2hours the yield 

of HEC decreased sharply while the yield of EC increased sharply, 

then both of them changed gently in finally. So we deduced that 

the rate of reaction of first step is much faster than that of the 

second. The second step form HEC to EC is a determinative 

process for the synthesis of EC. During the reaction process a 

little 2-oxazolidone (OZD) was produced by the HEC 

dehydration reaction. 

Effect of reaction temperature on synthesis of EC 
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Figure 2. Effect of reaction temperature on synthesis of EC. (1) 

yield of EC, (2) yield of 2-hydroxyethyl carbamate (HEC), (3) 

yield of 2-oxazolidone (OZD). Remark: The yield of products 

based on the conversion of urea. Reaction time 3h.Reduced 

pressure from140� to 170� respectively at 8 Kpa, 11Kpa, 18Kpa, 

26Kpa.Catalyst: Zinc oxide, the weight ratio of catalyst/urea is 

3:100.The molar ratio of EG/urea is 1.5:1. 

 

The results of investigation reaction temperature on synthesis 

of EC are shown in Fig.2 Yield of EC increased with the increase 

of temperature then decreased at 170�, the yield of HEC 

decreased and the yield of OZD increased with the increase of 

temperature. It can be conclude that increasing temperature are 

profited for the production of EC, especially are availed to HEC 

convert to EC, the most unfavorable factors is promoted HEC 

dehydration reaction. Lead to urea decomposes and the 

conversion of urea decrease. 

Effect of catalysts on the synthesis of EC 

Table 1. Results of urea reacted with EG 

Catalysts 
EC Yield 

(% ) 

HEC Yield 

(% ) 

OZD Yield 

(% ) 

--- 32.30 36.82 0 

CaO 65.74 0.94 13.21 

La2O3 72.03 7.5 8.1 

MgO 84.45 4.41 5.18 

ZnO 93.12 3.91 0.61 

Al2O3 28.67 42.53 0 

SiO2 30.2 36.49 0 

The yield of products based on the conversion of urea. Reaction 

temperature: 150� at a reduced pressure 11Kpa.Reaction time: 3h. 

the weight ratio of catalyst/urea is 3:100.The molar ratio of 

EG/urea is 1.5:1. 

The effect of catalyst on synthesis of EC are shown in Table 

1.It is found that The catalysts with alkaline such as CaO, La2O3, 

MgO, ZnO the base strength is gradually decreasing [8] and the 

activity of catalyst for the synthesis of EC is gradually increasing. 

The yield of OZD gradually increases with the base strength 

boosting up. It can be indicated the strong base catalyst easily 

made HEC dehydration reaction to form OZD, especially the 

catalyst performance of CaO is very obviously. Compared the 

HEC dehydration reaction with the HEC de-ammonia gas 

reaction, that formed a parallel competitive reaction. In contrast to 

the no-catalytic reaction, the catalysts with acidity such as Al2O3, 

SiO2 almost have not any catalytic activity, to some extent 

restrained the formation of EC. ZnO and MgO represented very 

superior catalytic activity in the reaction. Both ZnO and MgO 

have acidic and basic properties at surface [9, 10]. We suggest that 

the catalysts with appropriate acidity and basicity play an 

important role for the synthesis of EC.  

Reaction mechanism of synthesis EC 

Based on the formed products and the influencing results of 

reaction condition and catalysts, the following possible reaction 

mechanism was suggested: 
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The reaction of urea with ethylene glycol via Lewis acid and 

Lewis base coordinated catalyze to form ethylene carbonate. 

When increasing the base strength dehydration reaction of 

2-hydroxyethyl carbamate is promoted. 

 

Conclusions 

A novel route which is environmentally benign, efficient and 

available green chemical methods for synthesis of EC via the 

reaction between EG and urea was presented in this work. The 

reaction pathway is proceeded in two steps, the second step is 

determination step, which was deeply affected by the reaction 
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temperature and the performance of catalyst. Based on the 

experiments, a Lewis acid and Lewis base synergistic catalyze 

mechanism for the reaction was postulated. 
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Introduction 
   Iron-chromium oxide catalysts have been used industrially for 
the water gas shift reaction (WGS, CO + H2O = CO2 + H2, ∆H298 = -
40.6 kJ/mol) at the high temperature range of 320-480 oC. This type 
of catalyst demonstrated high WGS activity and excellent stability 
due to Cr acting as a structural stabilizer1 and/or a structure 
promoter.2 However, it has been found that Fe based industrial WGS 
catalysts with 8-14% Cr generally contain ~2 wt.% of Cr6+, which is 
highly toxic to humans and environment during their manufacture 
and deposition. Therefore study of Cr-free iron based WGS catalysts 
became a very interesting topic in recent years. 
    Previous studies on this issue focused on replacing Cr by 
various metal oxide promoters such as Al2O3, MnO2, PbO, La2O3, 
CaO, ZrO2, and etc.3,4,10 However, these attempts to create industrial 
Cr-free iron based WGS catalysts have proven to be unsuccessful 
due to catalysts either lacking desired activity and selectivity or 
thermo-stability. Recent studies showed that CeO2 was a very good 
choice as a promoter for high temperature WGS catalysts.5,6 It has 
been reported that addition of CeO2 to Fe-Cr and Cr-free Fe based 
WGS catalysts could improve catalyst performance. 
 Researchers at Inner Mongolia Polytechnic University (IMPU) 
have studied Cr-free Fe based WGS catalysts for many years.7-9 An 
industrial CeO2-Al2O3 promoted Cr-free Fe based catalyst, NBC-1, 
was invented using proper preparation procedures.8,9 The present 
paper reports physical and catalytic properties of the NBC-1 catalyst. 
The adsorption/desorption behaviors and surface reaction of reactant 
species such as H2O, CO and CO2 were studied through Temperature 
Programmed Desorption (TPD), and Temperature Programmed 
Surface Reaction (TPSR) for the purpose of understanding the WGS 
mechanism on the NBC-1 catalyst. 
 
Experimental 

 Catalyst Synthesis. The commercial NBC-1 catalyst was 
prepared using the co-precipitation technique. Details of preparation 
procedures were reported previously.8,9 In brief, the NBC-1 was 
precipitated with industrial iron sulfite and ammonia solutions in an 
industrial precipitation vessel (D = 1450 mm and H = 1850 mm). 
Before precipitation, iron sulfite solution in the vessel was partly 
oxidized by air to get the desired amount of Fe3+ cations (Fe2+/ Fe3+ 
~ 2.0). Promoters of Al2O3 and CeO2 (in powder form) were added 
during precipitation. The resulting slurry was subsequently aged 
followed by washing, drying and calcination. 

Fixed-Bed Reactor Test. The activity of NBC-1 catalyst (12-14 
mesh, ~2 g) was examined in a bench-scale fixed-bed stainless steel 
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reactor (ID = 10 mm) under atmospheric pressure, 350 oC and 3000 
h-1 (dry-gas basis). The composition of feed gas was 26% CO, 8% 
CO2, 40% H2 and 26% N2 (internal standard). Prior to WGS reaction, 
NBC-1 catalyst was reduced using the same reactant gas mixture 
under severe conditions: 530 oC, 3000 h-1 for 15 h. The gas 
compositions before and after the WGS reaction were analyzed 
online by a GC-8A gas chromatograph (GC). 

Characterization Methods. The BET surface areas of the 
catalysts were measured by isothermal adsorption of N2 at 77K using 
a surface area porosity analyzer ASAP2010. The desorption 
behaviors of H2O, CO2 or CO species and their surface reaction 
property on the catalyst surface were characterized by the TPD and 
TPSR using a Micrometrics Autochem 2910 instrument. 

 
Results and Discussion 
 Table 1 lists the bulk composition, BET surface areas before and 
after WGS reaction and CO conversion (XCO, %) at 350 oC of the 
NBC-1 catalyst. The same experimental data of a commercial Fe-Cr 
WGS catalyst denoted as C12-4, which was supplied by United 
Catalyst Inc. (UCI), are also listed in Table 1 for comparison. The 
NBC-1 contains higher amount of Fe2O3 than the C12-4 (88.8% vs. 
81.2%) The BET surface areas of both catalysts before reaction are 
nearly the same (70-73 m2/g). After WGS reaction, the BET surface 
areas of NBC-1 and C12-4 catalysts were decreased to 35.2 m2/g and 
40.4 m2/g, respectively. Hence the BET surface area of NBC-1 
catalyst after reaction is lower than that of C12-4 catalyst by 12.9%. 
CO conversions at 350 oC during steady state for both catalysts are 
high and nearly the same (53-54%), which was not quantitatively 
correlated well with their surface areas. Due to the NBC-1 and C12-
4 catalysts experiencing very severe thermo-resistance test during 
reduction period (530 oC and 15 hours), the high CO conversions 
showed that both catalysts had excellent thermo-resistance property.  
 

Table 1. Summary of BET and Reaction Results of NBC-1 and 
C12-4 Catalysts 

Before reaction After reaction

NBC-1 88.6% Fe2O3/2.0% Al2O3/0.5% CeO2 72.8 35.2 53.0

C12-4 81.2% Fe2O3/8.8% Cr2O3 70.3 40.4 53.8

Catalyst ID Catalyst weight composition (a) X CO ,%  (b, c)BET surface area, m2/g

 
(a) Balanced by graphite and water 
(b) XCO, %  = (CO mole flow rate in - CO mole flow rate out)/ CO 

mole flow rate in × 100 
(c) Reaction conditions: 350 ℃, 1 atm, H2O: gas=1:1 and 3000 h-1  

(dry-gas basis). 
 
 

The H2O, CO2 or CO TPD profiles for the NBC-1 catalyst were 
illustrated in Figures 1a-c. Two H2O desorption peaks appear in the 
H2O TPD profile (Figure 1a). The first big peak located between 300 
and 470 K is assigned to desorption of physisorbed water on the 
catalyst, whereas the second peak occurred between 470 and 673 K 
is ascribed to the desorption of chem-adsorbed water on the NBC-1 
surface, which might reflect some information of water desorption 
behavior at real reaction conditions. It is interesting that a huge CO2 
desorption peak was found between 300 and 570 K (Figure 1b). This 
indicates that the NBC-1 catalyst has high CO2 adsorption ability at 
room temperature, but adsorbed CO2 can be desorbed completely 
from the catalyst surface at about 570 K. There is one smaller CO 
desorption peak (Figure 1c). It can be seen that the maximum CO 
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desorption signal occurs at around 373 K, and no more CO can be 
detected beyond 500 K.  

According to these findings, we may describe the H2O, CO and 
CO2 desorption behaviors on the NBC-1 catalyst at real WGS 
temperature of 350 oC. It was impossible that adsorpted CO was on 
the catalyst surface at 350 oC because CO desorption signal at this 
temperature in the CO TPD profile is close to nothing. In this case, 
CO must be in gas phase to participate the WGS reaction. A part of 
H2O might be in adsorbed state on the catalyst surface at 350 oC 
because H2O was desorbed completely after 500 oC (773 K). 
Generally, the WGS reaction can be interpreted by the two 
prevailing WGS reaction mechanism models, i.e. redox regenerative 
model and associative model.1,10 In the associative model, it is 
assumed that CO2 and H2 were formed through formate species from 
adsorbed CO and H2O. In redox regenerative model, it is assumed 
that the catalyst surface is oxidized and reduced by CO and H2O, and 
CO2 can be produced through CO reacting with an O site. Therefore, 
it is quite possible that the WGS reaction on the NBC-1 catalyst 
proceeded via the redox regenerative mechanism, which is consistent 
with studies on iron based WGS catalysts.10,11 Further, CO2 was 
desorbed easily below 570 K (Figure 1b), which is not consistent 
with the slow CO2 formation step through the associative mechanism, 
and this is also indicative of the redox regenerative mechanism 
taking place on the NBC-1 catalyst surface at real reaction 
conditions. 
 
 

 
 
Figure 1. TPD profiles of H2O (a), CO2 (b) and CO (c) on the NBC-
1 catalyst. 
 

The reduced NBC-1 catalyst adsorbed H2O at room temperature 
for 1 hours, and then the H2O + CO TPSR was carried out by 
flowing gas mixture of 5%CO/N2 when the catalyst bed temperature 
was increased from room temperature to 773 K at 3 K/min. H2 
effluent was monitored by a GC with a TCD. Figure 2 shows the 
result of H2O + CO TPSR on the NBC-1 catalyst.  

Clearly, the surface reaction between adsorbed H2O and CO 
was initiated at 513 K according to the H2 signal at this temperature 
(Figure 2). H2 amount continued to increase with increasing 
temperature and reached maximum at about 573 K. After that the H2 
curve went down up to the temperature of 773 K. It is believed that 
some adsorbed H2O still existed on the catalyst surface at 513 K. 
With increasing temperature, two possible reactions took place for 
the adsorbed H2O remained on the catalyst surface. One possibility 
was that adsorbed H2O was desorbed from the catalyst surface (H2O-
s = H2O + s, where s represents a vacant site) as temperatures 
increasing and became a gas reactant. This is consistent with the 
above discussion in light of Figure 1a. Another possibility was that 
remaining adsorbed H2O oxidized active metal site and H2 was 
released simultaneously (H2O-s + M = H2 + O-s-M, where M 
represents active metal site). It might be that the rate of oxidation 
reaction of the adsorbed H2O increased with temperature between 
513 and 573 K, which resulted in the increased H2 signal with 
temperature. It is not surprising that H2 amount was decreased after 

573 K, because most of water has been desorbed before 573 K and 
no enough adsorbed H2O took part in the oxidization reaction. Thus 
the H2O + CO TPSR experimental result also reflects that the WGS 
reaction on the catalyst may take place through the redox mechanism. 
 
 

 
 

Figure 2. H2O + CO TPSR profile on the NBC-1 catalyst. 
 
Concluding Remarks 

The NBC-1 is an excellent Cr-free iron based catalyst high-
temperature WGS catalyst. Its activity is high and comparable to the 
commercial C12-4 Fe-Cr catalyst. Thermo-stability of the NBC-1 is 
excellent too. It is a good alternative to the traditional high-
temperature Fe-Cr WGS catalysts.  

The H2O, CO and CO2 TPD and H2O + CO TPSR studies 
provided evidence of the WGS reaction proceeding through the 
redox regenerative mechanism on the NBC-1 catalyst surface under 
real reaction condition. This fundamental knowledge makes it 
possible to study kinetic model of WGS on the NBC-1 catalyst in 
future. 
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Introduction 

With the rapid economic growth and industry expansion, sulfur 
dioxide (SO2) emissions and acid deposition has become one of 
important factors influencing sustainable development in China. In 
2003, the total SO2 emissions in China reached as high as 21.59Mt, 
and the areas suffering acid rains accounted for over 1/3 of whole 
country territories [1]. Therefore, it is of great significance to develop 
and apply desuphurization installations to control SO2 emissions and 
pollution. 

By now, many types of flue gas disposal process and devices 
have been developed and exploited throughout the world. Among 
which, the Turbulent Contact Absorber (TCA) can achieve 
desulphurization and dust removal simultaneously in one tower. TCA 
has such features and merits as follows: 

(1) Treated Flue gas rate can be very high. It could maintain 
stable manipulation even when the flue gas flux fluctuated largely. 

(2) Desulphurization efficiency can be as high as above 90%, 
and dust removal efficiency was comparatively higher. 

(3) The TCA tower was not apt to be blocked when the flue gas 
contained some dust and reaction resultant contained solid materials. 

(4) The phenomena of deviate current flow can be avoided. 
In addition, the capital cost of TCA was relatively low, and its 

operation and maintenance was simple. So, TCA could be used for all 
kinds of flue gas desulphurization and dust removal in China. 

In this paper, temperature field distribution in a TCA tower was 
investigated through numerical simulation and calculation, which 
were based on a self-made TCA tower. It will be helpful for the 
research of chemical reaction dynamics and design and operation of a 
TCA tower in reality. 
 
Methodologies and Mathematical models 

TCA introduction. TCA is a counter three phases fluidized bed 
in which the gas phase acts as a sequence phase. The schematic 
drawing of a TCA tower was shown in Figure 1. Many stuffing balls 
were filled between the two fences, most commonly are hollow balls 
which are made of polyethylene or polypropylene, or polyethylene 
foam balls whose density is 100~400 kg/m3, diameter is 
10~38mm.The section area of below fence is commonly above 70%, 
which facilitates gravity release. The interval of up and bottom fences 
is usually three times of the length of ball bed layer when is at static. 

Flue gas enters TCA through inlet pipeline, the stuffing ball is at 
even and flow state, reagent sprays from top to bottom with equality 
velocity, the surface of small ball is wetted and absorbs SO2.The 
surface liquid membrane of a small ball is renewed incessantly owing 
to the intensive interaction among gas, liquid, and solid phase, thus 
the contact and mass transfer between gas and liquid phase is 
enhanced, desulphurization and dust removal efficiency is improved. 
At last, the clean flue gas is discharged through a mist eliminator. 

Basis equation. The temperature field in a TCA tower was 
considered as a steady problem, and the rate of each round section of 
the calculation field was in axis symmetry distribution. Thus, 
temperature distribution was regarded as in axis symmetry [2]. The 
energy equation based on symmetry reference frame of column axis.  
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where T--temperature, u、v--flue gas rate of axis and radial 
direction, respectively, k--heat transfer coefficient, cp--specific heat at 
fixed pressure, S--source terms. 

 
1--mist eliminator, 2—spray nozzle, 3--stuffing balls, 4--upper fence, 5--lower 
fence, 6--commute board, 7--liquid surface, 8--overflow slot, 9—pump, 10--slurry 
tank, 11—flow meter, 12--pressure meter, 13--test hole, 14--entering liquid tube, 
15--flux regulate valve. 
Figure 1. Schematic map of a TCA tower 
 

Difference equations. The successive iterations approach was 
adopted to disperse the field of calculation, the control volume 
method was adopted to establish difference equation, the disperse 
equation of formula (1) can be expressed as follows: 

apTP=aETE+awTW+aNTN+aSTS +b   (2) 
aE=DeA(|Pe|)+[|-Fe, 0|]    (3) 
aw=DWA(|PW|)+[(FW, 0|)]    (4) 
aN=DnA(|Pn|)+[|-Fn, 0|]    (5) 
as=DSA(|PS|)+[|FS, 0|]    (6) 
b=sc∆v     (7) 
ap=aE+aW+aN+aS-sp∆v    (8) 

Where: source terms were linearized s=sc+spTp; as to even grid, 
∆v=r∆r∆x; aE, aW, aN, aS were viewed as coefficients of each node 
adjacent to P, representing the influences of four control volumes on 
heat transfer and convection heat transfer; F, D, P denoted the 
intensity of convection heat transfer and heat transfer, and 
Berkeleian’s number of column respectively; A(|P|) was the function 
of Berkeleian’s number of column, the math expression was related 
with difference format. The program of power function was adopted 
in the calculation, thus: 

A (|P|)=[|0, (1-0.5|P|)5 |]   (9)  
Boundary conditions. The boundary condition of inlet was 

viewed as the first category, which meant inlet flue gas temperature 
was known. 

The boundary condition of wall surface was also viewed as the 
first category, and the vicinal area of the wall surface was confirmed 
according to wall surface function methods. 

The variety rate of each parameter in outflow direction was 
defined as zero by the boundary condition of outlet. 

The variety rate of each variable in plumbing axis direction was 
defined as zero on the symmetry axis. 

The influence of stuff balls and fences and nozzles on 
temperature field were neglected in calculation. 

Source terms. Source terms in calculation include liquid water 
decalescence s1 when the temperature increased, heat of variety phase 
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s2, and chemistry reaction heat s3, were all included in source terms in 
calculation: 

ssg1 )MT--1355.28(Ts =     (10) 

Where: Tg--flue gas temperature, Ts--slurry temperature, Ms--slurry 
spraying rate. 

))(2
')(2

](7512256[
2 gOHMgOHMsTgTs −′′−+−= （）  (11) 

Where: was the quality flux of water moisture contained in 

outlet flue gas, kg/s, which was confirmed by the below expression: 
OHM

2
′′

)3600/()(2)(2)(2
PgOHQgOHPgOHM ρ ′′′′′′=′′   (12) 

Where: --saturation vapor partial pressure of outlet flue gas, P--

local atmospheric pressure, Q --outlet flue gas flux, 

)(2 gOHP ′′

′′ oH 2
ρ ′′ --

saturation vapor density in outlet flue gas;  was the quality flux 

of water contained in inlet, kg/s, it was confirmed by the below 
expression: 

OHM
2
′

3600/)(222 gOHQOHXOHM ρ′′=′   (13) 

Where: Q --inlet flue gas flux, m′
3/h, OH 2

ρ′ --saturation vapor density 

in inlet flue gas, kg/m3, XH2O--inlet flue gas water contained, %.  
3600/'2437

223 SOso CQs ηρ=    (14) 

Where: 
2soρ --SO2 density kg/m3, --volume concentration of inlet 

flue gas, %, η--desulphurization efficiency. 
2SOC

Thus the source term s was expressed as follow:  
)

4
/()( 2

321 HRssss π
++=     (15) 

Where: R-- diameter of a TCA tower, m, H--the length of calculation 
field, m. 
 
Results and discussions 

Primary data. The TCA tower designed and fabricated by our 
own was showed in Figure 1, which was equipped with a horizontal 
chain boiler with the nominal output capability of 1t/h. 

The calculated field was regulated as the section between the 
board upside and the mist eliminator inlet bottom. The height is 5cm, 
tower diameter is 0.6cm, inlet flue gas temperature was 150ºC, wall 
surface temperature was 20ºC, the calculation grid field was plot 
evens, ∆x=0.1m, ∆γ＝0.5m.The velocity field and some else data 
were come from literature cited [2]. 

Temperature distribution. The temperature distribution in the 
TCA was calculated under the conditions of spray slurry temperature 
is 5ºC, 10ºC, 20ºC, respectively, and simulated results was shown in 
Figure 2~Figure 4, respectively. 

 
Figure 2. Temperature distribution along the height of TCA tower 

 
Figure 3. Temperature distribution along radial direction of TCA 

 
Figure 4. Temperature distribution of axis direction along the height 
of tower at different spray slurry temperature in the TCA tower 

 
As can be seen from Figure 2, the temperature is decreased 

along the height of the TCA tower. Further, the range of decrease is 
comparatively higher at the bottom of tower, while the range of 
decrease is comparatively lower at the top of the tower. 

As can be seen from Figure 3, the temperature gradually 
increases from the wall surface to the center. The temperature 
gradient nearby the wall surface is very large, and the trend gradually 
becomes weakened along the height of tower, the temperature 
gradient near the center areas is comparatively lower. 

As can be seen from Figure 4, with the decrease of spray slurry 
temperature, the temperature within TCA tower decline, and the trend 
of decrease is almost the same. 

The experiment results showed in Figure 3 were compared with 
the calculated results, the calculation results are relatively higher than 
that of experiments in general, and the errors decreases gradually 
along the height of tower. The overall trends of the calculation curves 
agreed well with that of test, and the two curves were almost 
superposition in the middle-top of TCA tower.  
 
Conclusions 

The temperature field distribution in TCA tower was 
investigated through numerical simulation and calculation. The 
calculation result agreed with the experimental results by in general. 
It implied that the selection of calculation model and the disposal of 
source terms were reasonable and feasible. The calculation models 
could offer the prediction for the temperature field, and the 
calculation results could use as reference for chemical reaction 
dynamics research and the design and operation of TCA tower. 
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Overview 

We are in search of a storable combination of high-energy 
hypergolic fuel and oxidizer to increase the efficiency of RLVs.  The 
proposed fuel should increase the amount of energy provided per unit 
volume of fuel, eliminate the need of toxic oxidizers such as nitric 
acid, and eliminate the need of an inorganic catalyst. Amines, 
boranes, and phosphorus functional groups have been found to 
induce hypergolicity with nitric acid based oxidizers1.  Initially, the 
project focus was on the synthesis of polycyclic systems, such as 
triangulanes and cubanes.  A combination of strain and functional 
groups will perhaps create the desired fuel system.   

Compounds 4, 5, and 8 were synthesized2,3,4 and tested (Scheme 
1). Compounds 8 and 5 did not ignite upon addition of H2O2 and 4 
required addition of a catalyst. 
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Scheme1. 
 
These results are presumably due to vapor pressure, H2O2 miscibility, 
and amine substitution of the fuel.  Thus, a new approach has been 
taken to the project.  Synthesis of lower molecular weight amines 
such as those seen in Figure 1 has begun. These compounds will be 
tested and compared to their  corresponding straight chain amines.  
Most of these compounds are commercial and all are known. 
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Figure 1. 
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Introduction 

Increasing attention1,2 has been focused on nanocrystalline TiO2 
electrode sensitized by organic photosensitized dye since Grätzel3 

utilized cis-Ru[4,4΄-(LL)]2(NCS)2 (L=2,2΄-bipyridyl-4,4΄-
dicarboxylate) to sensitized TiO2 nanocrystalline and photoelectric 
transfer efficiency can be up to 10%. Compared to the ruthenium 
bipyridyl complex, organic dyes are easier to be synthesized and cost 
less. Recently, organic dye sensitized TiO2 solar cells have made 
great progress, and the highest overall yield of solar cells sensitized 
by organic dyes has exceeded 6%.4,5 To obtain high efficient 
photosensitizer for solar cells material, the investigation on new dyes 
with improved molecular structure is necessary. Cyanine dyes have 
intense and broad absorption band in the visible and near-infrared 
regions, excellent sensitizing properties in photography. However, 
few works have been done on their application as sensitizers for solar 
cells.  Sayama studied merocyanines with different chain length (-
(CH2)n-COOH) anchoring on TiO2 surface via ester group and found 
that IPCE value of the TiO2 electrode sensitized by various dyes 
increased with the decrease of the distance from dye chromophore to 
TiO2 surface, which is very worthwhile to design a new sensitizer.6 

Simultaneously, they found that the increase of methine chain (-
(CH=CH)m-) of the dyes enhances the difficulty of the electron 
transfer from the excited dye to the conduction band of TiO2.7 As 
organic sensitizers for nanocrystalline solar cell material, the high 
photostabilities of the dyes play a significant role in 
photoelectrochemical introduing of large benzyl group on nitrogen 
atom improved the photostability greatly.8 In this article, we report 
the synthesis and photoelectric properties of novel cyanine dye 
(Cyb3) and squarylium dye (Sqb) with common 3H-indole-N-
carboxylbenzyl groups anchoring on nano-TiO2, and two different 
kinds of methine chains.  

N N

HOOC COOH
Cl

N N

O

O

HOOC COOH

Cyb3 Sqb
 

Figure 1. Chemical structures of Sqb and Cyb3 
 
Experimental 

 Materials and instruments. Oxide of indium and stannum 
were used as the photoanode electric fundus. (South Glass Science 
and Technology Holding Ltd., China). All other chemicals and 
solvents involved were analytical reagents of the highest available 
purity. Redistilled water was used for the solution. 1H NMR spectra 
were recorded on a Varian INOVA 400M NMR spectrometer, and 

elemental analysis were performed on a PE 2400 Ⅱ elemental 
analyzer. 

Syntheses. 2,3,3-Trimethyl-3H-Indolenine (1) was synthesized 
according to the reference.9

N-(4-Carboxyl)benzyl-3,3-dimethyl-3H-indolenine quaternary 
salt (2): 1.59g(10mmol) of 1 and 1.8g(10.1mmol) of p-chloromethyl 
benzoic acid were added into 25ml flask containing 10ml o-
dichlorobenzene under N2. After heating the mixture at 110°C for 
12h, the precipitate was filtered and washed with acetone. 1.9g of 
rose pink powder was obtained with no further purification, and the 
crude yield was 58%.  

Sqb: 0.658g (2mmol) indolenine quaternary salt (2) and 0.114g 
(1mmol) squaric acid were heated in butanol (9ml)/toluene (9ml) 
mixture solvents with 5ml pyridine as catalyst for 6h.10 The resulting 
precipitate was filtered and recrystallized from acetic acid to give 
0.271g of blue powder with 40% yield. Elemental analysis: calcd for 
C42H36N2O6 (%), C, 75.89; H, 5.46; N, 4.21; found, C, 75.81, H, 4.92, 
N, 3.95. 1H NMR (400MHz, DMSO): δ=1.72(s, 12H, 
C(CH3)2),5.48(s, 4H, N-CH2), 5.77(s, 2H,=CH), 7.18(t, 2H, Ar-H), 
7.26(m, 4H, Ar-H), 7.31(d, 4H, Ar-H, J=8Hz), 7.55(d, 2H, Ar-H, 
J=7.6Hz), 7.93(d, 4H, Ar-H, J=8Hz).  

Cyb3: 0.658g (2mmol) of 2 was added into 25ml flask 
containing 8ml pyridine under N2. After refluxing for 10 min, 0.9ml 
(6mmol) trimethyl orthoformate was added by portions. The resulting 
precipitate was recrystallized from acetone to give 0.750g pink 
product with 60% yield. Elemental analysis: calcd for C39H37ClN2O4 
(%), C, 73.98; H, 5.89; N, 4.42; found, C, 73.42, H, 5.23, N, 4.12. 1H 
NMR (400MHz, DMSO): δ=1.73(s, 12H, C(CH3)2), 5.49(s, 4H, N-
CH2), 6.44(d, 2H, CH=CH, J=13Hz),7.29(m, 10H, Ar-H), 7.68(d, 
2H, Ar-H, J=7.6Hz), 7.92(d, 4H, Ar-H, J=8Hz), 8.36(t, 1H, Ar-H, 
J=13Hz). 

Preparation of nanoparticle colloid solution and 
nanocrystalline TiO2 electrode. The preparation of TiO2 
nanoparticle colloid solution was prepared as described in referenc.11 

A conductive glass of 2cm×2cm cleaned by redistilled water was 
coated by TiO2 nanoparticle colloid uniformly, and then heated to 
450°C for 30 min in the air, cooled down to room temperature 
(forming non-sensitized electrode) or to 80°C, immediately soaked in 
the methanol with concentration of 0.5mmolL-1 dye for 12h at room 
temperature, washed in ethanol, and finally dried in the air (forming 
sensitized electrode). The amount of adsorbed dye was determined 
by spectroscopic measurement of dye desorbed from the 
semiconductor surface in the dilute methanol solution of KOH. Film 
thickness was confirmed using a DEKTAK step apparatus. 

Photoelectrochemical experiments. Photoelectrochemical 
measurements were made with a thin-layer solar cell comprising a 
nanocrystalline TiO2 working electrode and a thin platinum layer 
sputtered on conducting glass as counter electrode. The redox 
electrolyte solution consisted of a mixture of LiI (0.3molL-1), I2 
(0.03molL-1) and PC (1,2-propanediol carbonate) as the solvent. The 
area of the semiconductor electrodes was 0.27×0.27cm2. In 
photocurrent-photovoltage characteristics measurement, a 150W 
xenon lamp served as a light source. A high-intensity grating 
monochromator (DWA10, Optical instrument Factory, Beijing, 
China) was introduced into the path of the excitation beam to 
produce incident monochromatic light. Electrochemistry workstation 
(CHI650A, Chenhua instrument Company, Shanghai) was used to 
measure the working curve of the photoelectrode and white light as 
incident light. Light intensity meter (Model 550-1) was used and 
photocurrent reaction spectrum was corrected to normalization for 
light source spectrum. A three-electrode cell was composed of a 
platinum wire as working electrode, a platinum slice as counter 
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electrode, and Ag/AgCl as reference electrode. The supporting 
electrolyte was NaClO4 (0.1mmolL-1). 

Characterization of absorption spectra.  JASCO V550 UV-
Vis and PTI-700 spectrophotometer were used to measure the 
absorption and emission spectra of the two dyes in methanol and 
sensitized electrode. References are methanol and indium stannum 
oxide conductive glass. All measurements were performed at room 
temperature. 
 
Results and Discussion 

 Synthesis and UV-Vis spectral properties of Sqb and Cyb3 
in solution. Cyb3 and Sqb with different methine chains have been 
synthesized (Scheme 1). The dyes can anchor on nano-TiO2 surface 
via N-carboxylbenzyl group. 

N
Cl

COOH
N

HOOC

Cl1,2-dichlorobenzene

2
Sqb

Cyb3
O

OH
OHO

1

CH(OCH2CH3)3, Py
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Scheme 1. Synthesis routes of Sqb and Cyb3 

 
The absorption spectra of the two dyes in methanol are shown in 

Figure 2. The spectral properties are summarized in Table 1. The 
λabs

max are 554 and 632 nm in methanol respectively, with a little 
negative solvatochromism from methanol to chloroform as solvent. 
The λem

max of Cyb3 is 573 nm with Stockes shift (∆λ) 19nm in 
methanol. For Sqb, however, ∆λ is only 13 nm with λem

max 645nm in 
methanol. Compared to Cyb3, λabs

max of Sqb shifts to the longer 
wavelength by ca. 80nm with increasing length of the conjugated 
methine chain.  
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Figure 2. Absorption spectra of Cyb3 and Sqb in methanol 
 

Table 1. Spectral properties of Cyb3 and Sqb in different 
solvents 

Cyb3 Sqb  
Solvent λabs

max 
(nm) 

λem
max  

(nm) 
∆λ 

(nm) 
λabs

max 
(nm) 

λem
max 

(nm) 
∆λ 

(nm) 

Methanol 554 573 19 632 645 13 
Ethanol 560 577 17 636 649 13 

Acetonitrile 550 571 20 634 647 13 
Chloroform 561 581 22 637 649 12 

 
Energy level diagram.  To judge the possibility of electron 

transfer from the excited dye molecules to the conductive band of 
TiO2, cyclic voltammograms was performed to determine the redox 
potentials for the two dyes. Redox potentials of 0.37V (vs. SCE) or 
0.61V(vs. NHE) or -5.45eV (vs. vacuum) and 0.32V(vs. SCE) or 
0.58V(vs. NHS) or -5.42eV (vs. vacuum) averaging the related 

oxidation and reduction potentials are roughly regarded as the energy 
level of the ground state (E0(D+/D)) for Sqb and Cyb3 dye 
respectively. Considering the UV-Vis absorption spectra, the lowest 
energy of the excited state (E0(D*/D+)) of the two dyes are about -
3.62eV (vs. vacuum ) and -3.26eV (vs. vacuum) (eq.1). Major 
absorption at 550-680nm and 450-570nm wavelengths corresponding 
to the energy difference between the ground state and the lowest 
excited state (Eg) of 1.83eV and 2.16eV for Sqb and Cyb3 
respectively. Fig.3 shows the energy level diagram of the two dyes in 
methanol. Obviously, the excited-state energy levels for the two dyes 
are more negative than the energy level of TiO2 conductive band 
edge (-4.4eV, vs. vacuum),1,12,13 suggesting that the electron injection 
should be possible thermodynamically. The driving force for charge 
displacement into the oxide is about 0.99eV and 1.35eV for Sqb and 
Cyb3 respectively. The redox potential of Sqb is less positive than 
the corresponding potential of Cyb3. The excited state of Sqb 
matches better the lower bound of the conduction band of the 
semiconductor than the LUMO of Cyb3, thus decreasing the energy 
loss during the electron transfer process. 

E0 (D*/D+)= E0 (D+/D)+Eg                                    (eq.1) 
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Figure 3. Energy level diagram for Cyb3 and Sqb 
 

Absorption spectra of the two dyes on TiO2 electrode. The 
absorption peaks of the two dyes on TiO2 films are all extremely 
broadened (Fig.4), compared with their corresponding absorption 
peaks in methanol. It suggests that the dye molecules have formed H-
aggregate or J-aggregate.14 Fig.5 is the proposed structure based on 
the geometry of the single crystal molecule (unpublished data). The 
dye moiety performs a plane due to the conjugated molecular 
structure and with the tilted large carboxylbenzyl group linked to the 
TiO2 film surface via carboxylate form. To obtain the exact thickness 
of film and the optimal sensitized time, different sensitized 
conditions were investigated. 6.5µm thickness of film and sensitized 
time of 4h and 6h for Cyb3 and Sqb are obtained respectively. 
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Figure 4. (1) absorption spectrum of Cyb3 in methanol, (2) 
absorption spectrum of TiO2 electrode sensitized by Cyb3, (3) 
absorption spectrum of TiO2 electrode sensitized by Sqb, and (4) 
absorption spectrum of Sqb in methanol. All electrodes were dried in 
air. Dyes were adsorbed in methanol solution (5×10-4M). Total 
amount of the adsorbed dye was ca. 0.96×10-8mol/cm2 for Cyb3, 
1.9×10-8mol/cm2 for Sqb respectively. 
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 Figure 5. (a): Proposed structure of the aggregated dyes on TiO2 
surface (b): top view of the J-aggregated dyes on TiO2 surface, 
closed circle is the carboxylbenzyl group anchoring on TiO2 surface. 
 

Photocurrent action spectra. Fig.6 demonstrates the 
photocurrent action spectra of the dye-sensitized nanocrystalline 
TiO2 electrodes normalized by incident light intensity for the two 
dyes. Sqb shows high light harvesting ability in the red visible region 
above 600nm, which indicates that Sqb can expand the 
photoresponse of large band gap semiconductor TiO2 into the red 
visible region. Comparing the action spectra with the absorption 
spectra of TiO2 electrode sensitized by the dyes (Fig.4), the two dyes 
have spectra selectivity for different regions of visible light. Cyb3 
converts more efficiently the light in the shorter wavelength region, 
but Sqb does in the long wavelength region. The action spectra and 
the absorption spectra of the two dyes resemble well, which indicates 
that the photocurrent is generated by the injection of electrons from 
the excited molecules into the conduction band of the TiO2 electrode. 
Cyb3 and Sqb convert visible light to photocurrent in the region from 
400 to 600nm and 550 to 700nm. The maximum IPCE values for 

Cyb3 and Sqb are about 36% and 46% respectively. The latter is 1.3 
times much higher than that of the former. Therefore, Sqb has higher 
electron injection efficiency than Cyb3 dye. 
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Figure 6. Action spectra of the two dyes sensitized TiO2 electrodes 

 
IPCE is the monochromatic incident photon-to-current 

conversion efficiency, defined as the number of electrons injected by 
the excited dye in the external circuit decided by the number of 
incident photons, is observed from the short-circuit photocurrents 
recorded at various excited wavelengths by means of the following 
expression: 

IPCE(%)=I/Pin(1240/λ),                                                   (2) 
Where I is the short-circuit photocurrent (µA/cm2), Pin is the 

incident light intensity (µW/cm2) and λ is the excitation 
wavelength(nm). 

 Photocurrent-photovoltage characteristics curve and 
photoelectrochemical solar cells. The photocurrent and 
photovoltage curves are shown in Fig.7. The photoelectrochemical 
properties of dye sensitized TiO2 electrode are given in Table 2.  

Based on the characteristics curve, fill factor FF and the whole 
photo-electro transfer efficient η are obtained. FF is defined as 

FF=Pmax/(VocּIsc)                                                        (3) 
Where Pmax is the largest output power of solar cells, Isc is the 

short-circuit photocurrent, Voc is the open-circuit photovoltage, η is 
defined as 

η=(FFּVocּIsc)/Pin                                                        (4) 
Where Pin is the input power. 
From Table 2, the Isc (2.76mA/cm2), IPCE (46%) and η (1.7%) 

of Sqb sensitized TiO2 solar cell performs preferable IPCE values to 
Cyb3 sensitized one. 

Several reasons were considered to lead to the different 
photoelectric properties of the two TiO2 electrodes sensitized by Sqb 
and Cyb3. Firstly, as a sensitizer for solar cells material, it must 
possess the high photostability. In Sqb dye structure, Squarylium ring 
substituted the conjugated chain, which leads to the dye more stable 
under irradiation.15 And spectrum range of Sqb shifts to the long 
wavelength region, which is favorable to absorb solar light. 
Moreover, the lowest excited energy level of Sqb dye matches well 
to that of TiO2 nanoparticle conductive band gap (Fig.3). And the 
photoisomerization is one of the major decay pathways for methine 
dyes.16 Sqb with methine chain substituted by squaric acid ring 
reduces cis-trans isomers. It is favorable to form ordered orientation 
on TiO2 surface so as to increase the electron injection efficiency 
obviously.  
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Figure 7.  Photocurrent and photovoltage curves 
 

Table 2. Parameters of the dye sensitized solar cells 
                ISC

a
 / mA·cm-2 VOC

b
 / mV FFc η /% Td/ hour 

Cyb3 1.97 410 0.527 1.01 4 
Sqb 2.76 455 0.567 1.70 6 

(a) ISC is the short-circuit photocurrent 
(b) VOC is the open-circuit voltage 
(c) FF is the fill factor of cell 
(d) T is the sensitized time, and film thickness is 6.5µm, 
irradiated by 42mWcm-2 white light. 

 
Conclusions 

In this article, we synthesized two novel cyanine dyes to be used 
as the sensitizer for solar cells material. The photoelectrochemical 
properties of TiO2 nanocrystalline solar cells sensitized by the two 
dyes were investigated. The Isc (2.76mA/cm2), IPCE (46%) and η 
(1.7%) of Sqb sensitized TiO2 solar cell performs preferable IPCE 
values to that of Cyb3 sensitized one. The relationship of the 
molecule structure and the photoelectric properties were discussed, 
which is important to design an efficient molecule sensitizer. 
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